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Abstract

We analyze the strains near threshold in 1-d charge density wave models at
zero temperature and strong pinning. We show that in these models local strains
diverge near the depinning threshold and characterize the scaling behavior of the
phenomenon. This helps quantify when the underlying elastic description breaks
down and plastic effects have to be included.

1. Introduction

The motion of charge density waves (CDWs) [1] belongs to a class of systems, including
fluxline lattices in a type II superconductors [2], or magnetically induced Wigner crystals
in a 2d electron gas among others [3], in which a deformable periodic structure - the CDW
- is driven through a random medium, generated by impurities. The dynamics arises out
of a competition between driving force, pinning forces exerted by the impurities on the
deformable manifold and the many elastically coupled degrees of freedom of the manifold
itself that tend to oppose distortions. Not surprisingly, the behavior of these systems is
quite rich.

In the limit of zero temperature and driving force the competition of pinning and
elastic forces gives rise to a rather complex energy landscape with metastable configu-
rations corresponding to a pinned interface and energy barriers separating these [4-6].
As a spatially uniform driving force is applied, metastable states are destabilized. With
increasing force, the equilibrium configurations of the elastic medium become more and
more distorted, relying more strongly on the inhomogeneities of the underlying quenched
disorder in order to remain pinned. Thus large local strains build up until a threshold is
reached, beyond which there are no metastable states anymore and the elastic structure
is depinned. As the elastic force is increased beyond the depinning transition, the mo-
tion of the deformable medium is at first plastic, becoming more regular as the uniform
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driving force dominates over local pinning forces. Koshelev and Vinokur have proposed
a dynamic melting transition from a moving liquid phase to a moving solid phase for a
2d fluxline lattice [7]. A similar transition has also been predicted for three dimensional
CDW systems [8-9].

In this paper we focus on the transition from a pinned to a sliding configuration.
Typically, this transition is studied using models in which the deformable structure is
described as an elastic medium obeying a linear stress-strain relation. It has been shown
by Fisher [10] that in such models the depinning transition can be treated as a dynamic
critical phenomenon with the driving force assuming the role of a thermal variable. Fur-
thermore, Coppersmith has given a general argument that shows that strains are expected
to diverge near the depinning threshold [11]. Roughly speaking the reason for this is as
follows: very close to depinning, weakly pinned segments of the elastic medium have
to be held in place by segments experiencing strong local pinning. Since local stresses
are transferred along the medium, this means that bulk forces acting on weakly pinned
segments have to be balanced by surface forces at the boundaries of strongly pinned
segments. If, as the depinning threshold is approached, typical sizes of weakly pinned
segments increase, local strains supporting these at their boundaries have to diverge.

The divergence of local strains shows that the elastic description becomes inadequate
near threshold. Plastic effects such as tear and reconnection in fluxline lattices and phase
slips in the case of CDWs have to be included into the treatment of the depinning tran-
sition, possibly altering thereby its nature [12]. Since the elastic description breaks down
only sufficiently close to threshold, one does not expect plastic effects to be significant
away from the transition. Thus one way of incorporating plasticity is to modify the elas-
tic description only near threshold. In order to do so, the behavior of the strains near
threshold within the elastic models has to be determined and this is the purpose of the
present paper.

Our goal is to explicitly describe the divergence of local strains near threshold for a 1d
CDW model, building upon earlier work by Middleton et al. [13]. The paper is organized
as follows: in section II we describe in detail the model and its relevant features. Section
III contains some details concerning numerical implementation. We present our results
in section IV and conclude with a discussion, section V.

2. The Model

We study a simplified version of the one-dimensional Fukuyama- Lee-Rice Charge
Density Wave (CDW) Hamiltonian [14]. The dynamical variables of this model are the
coarse-grained phases φi that interact with a local impurity potential of strength V and
(quenched) impurity phase αi, uniformly distributed in (0, 2π). An external force F acts
on the overall system. The Hamiltonian is given by [13-15],

HCDW =
1
2

∑
(φi+1 − φi)2 −

∑
V cos(φi + αi)− F

∑
φi. (1)

Alternatively, we can think of (1) as the Hamiltonian of a (discretized) elastic string in a
potential that is periodic along its transverse and random along its longitudinal direction.
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In either case the assumption is that the discretization does not affect the dynamics of
the large length scales of interest.

The motion of the CDW is purely dissipative. We therefore impose overdamped
dynamics,

φ̇i = −∂HCDW/∂φi, (2)

and obtain the equations of motion,

φ̇i = φi+1 − 2φi + φi−1 − V sin(φi + αi) + F. (3)

In the following we briefly review some of the important features of this model. It
follows immediately from (3) that if φ(t) = {φi(t)} is a solution, so is φ(t) = {φi(t)+2πk},
for any integer k. Thus solutions are uniquely specified upto a rigid translation of all
phases by a multiple of 2π.

The dynamics generated by (3) obeys the no passing rule [13,16]: If φ1
i (t) and φ2

i (t)
are two solutions such that at t = 0,

φ1
i (0) ≤ φ2

i (0), i = 1, 2, ..., L, (4)

then for all t > 0
φ1
i (0) ≤ φ2

i (0), i = 1, 2, ..., L. (5)

Depending on the magnitude of F , equations (3) have two types of asymptotic so-
lutions, static (φ̇i = 0) and sliding (φ̇i 6= 0). More specifically, for a given realization
of the quenched random phases {αi} there is a threshold force FT ({αi}), such that for
F < FT ({αi}) all asymptotic solutions are static, i.e. pinned, while for F > FT ({αi})
there is a unique steady state sliding solution [16]. The possibility of coexisting sliding
and and pinned solutions at a given external force F is ruled out by the no passing
rule [13]. However, the no passing rule is a consequence of the elastic description of the
deformable medium. In models where plastic effects such as phase slips are included,
coexisting static and sliding solutions are possible.

The nature of the metastability in the pinned phase is more readily understood by
writing down the effective Hamiltonian ‘seen’ by the ith phase, while keeping the neigh-
boring phases φi−1 and φi+1 fixed [10.13]:

Hi = (φi −
1
2
(F + φi+1 + φi−1))2 − V cos(φi + αi), (6)

such that
φ̇i = −∂Hi

∂φi
. (7)

Depending on the local effective field

Fi = F + φi+1 + φi−1, (8)

Hi can have multiple local minima. For a static solution each of the phases φi has to be
in one of the local minima of their effective HamiltonianHi. A sufficiently large change in

115



MUNGAN, COPPERSMITH, VINOKUR

Fi will eventually destabilize a local minimum causing the phase φi to relax (jump) to the
location of the next minimum. In general a change in φi will affect its neighboring phases
and hence will alter the local effective field Fi. Thus the overall response to changes
in local phases is far more complex than outlined above, but the qualitative picture is
essentially correct.

Drawing on the description given above, Fisher [10] has constructed a mean field
theory for the depinning transition in which all phases are coupled to each other. Fur-
thermore, he has argued that the depinning transition in the CDW system (3) can be
treated as a dynamic critical phenomenon. In this description the reduced force f,

f =
| F − FT |

FT
, (9)

plays the role of a thermal variable and a correlation length ξ is defined that provides
some measure of the size of a region that responds to a change of local phase φi. The
correlation length diverges near threshold and hence finite size scaling is required to
extract information from the finite systems that we simulate. We will get back to this
when we present our results.

3. Numerical Implementation

Equations (3) with periodic boundary conditions, φi = φi+L , were numerically inte-
grated using a fourth order Runge Kutta method with adaptive stepsize as described in
[17]. The characteristic strength V of the impurity potential was taken to be 2.5.

In order to treat finite size effects and to sample the quenched randomness, we carried
out simulations of different sizes L and realizations of the impurity phases {αi}. Specifi-
cally, for the behavior below threshold, we studied 4096, 2048, 1024, 512, 256, 128, and 64
random realizations for system sizes L = 16, 32, 64, 128, 256, 512, and 1024, respectively.
The dynamics above threshold suffered from large relaxation times and we will present
only preliminary data for sizes L = 128, and 256 with 16 and 8 realizations each.

For each realization of the random impurity phases, the threshold force FT was ob-
tained first. This was done using a bisection method [13]. One first determines a lower
and upper bound for the threshold force, such that there is a static solution for the lower
bound, but none for the upper bound. Next this interval is bisected, yielding a better
bound for the threshold force. This procedure is continued until the threshold force is
bracketed within an interval of satisfactory accuracy. In our simulations we use an ac-
curacy of 10−4. Once the threshold force of a realization is determined (to satisfactory
accuracy), static configurations were computed at reduced forces

fi =
FT − Fi
FT

= 2−i/2, i = 0, 1, 2, ..., 27 (10)

as well as the threshold force.
The search for a static configuration was carried out in two stages: (i) the system is

evolved from an initial configuration via numerical integration of the equations of motion
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until the LHSs of (3), i.e. the time derivatives, are all within an interval (initially±10−3)
of zero, or all phases have moved by at least 2π. In the latter case the simulation was
terminated, with no static solution found, since solutions are periodic with respect to
rigid translations of multiples of 2π, and the no-passing rule assures that a static solution
could not have been missed, as explained in the previous section. In the former case, when
all time derivatives are sufficiently small, the configuration just found is used as an initial
guess for a Newton Raphson scheme (ii) to find the solution, for which the gradients are
zero. If the Newton Raphson scheme iterated the initial configuration away by at least
2π, the iteration was terminated and stage (i) continued with a reduction of the tolerance
interval by a factor of 10 (this was done to prevent immediate or excessive reentrance
into the second stage). Experience showed that the switch between the first and second
stage never occurred more than two times, so that a reduction of the tolerance interval
to the accuracy of the simulation was not a serious concern. Typically static solutions
found by the Newton Raphson scheme were observed to have a maximum residual LHS
of 10−9 − 10−11, much lower than the time derivatives upon entrance into stage (ii).

The (unique) steady state solutions above threshold were determined for sizes L = 128,
and 256 with 15 reduced forces per size per realization, given by

fi =
Fi − FT
FT

= 23−i, i = 0, 1, ..., 14. (11)

In order to facilitate comparison, the random realization of phases were drawn from the
set of those used for the simulations below threshold.

The determination of the steady state solution was carried out using the periodicity
in its phases. Given an initial configuration, a particular phase, φ1(t̄n) is picked and the
system evolved until a time t̄n+1 when

φ1(t̄n+1) = φ1(t̄n) + 2π. (12)

The current configuration was compared with the previous one to check for periodicity
and the procedure repeated until the max norm between the two configurations defined
as

‖φ(t̄n+1)− φ(t̄n)‖ ≡ max
i
{φ(t̄n+1)− φ(t̄n)} − 2π, (13)

was smaller than a set tolerance, taken to be 10−3.
It should be emphasized that the numerical strategy is relatively efficient, because of

the no-passing rule. As described in the previous section, when plastic effects, such as
phase slips, are incorporated into the equations of motion, the no-passing rule does not
hold anymore and the numerical computations become more intensive. This is another
reason for our general approach to describe the breakdown of the elastic description near
the depinning transition in order to find out how this will be modified in the presence of
plasticity.

4. Results

Figure 1 shows the various static configurations φj of a sample of size L = 100. As the
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external force F is increased from zero (f = 1) to the sample threshold force FT (f = 0),
local segments of larger size jump into new equilibirium states and strains sj defined by

Figure 1. Equilibrium configurations of a L = 100 CDW system. Reduced forces f are as

indicated, with FT = 1.3734 and V = 2.5.

sj =| φj+1 − φj |, (14)

build up.

We next plot in Figure 2 the distribution of local strains for L = 512 at various
reduced forces, obtained from our numerical simulations.

The distributions become broader as the threshold force is approached, indicating
increasing strains. To illustrate this further, we plot in Figure 3 the average strain
obtained from the distributions as a function of reduced force for different system sizes.
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Figure 2. Strain Distributions obtained from the data of 128 realizations of a L = 512 CDW

system. Reduced forces are indicated in parentheses. Solid lines are best fits to a stretched

exponential, P (s) ∼ exp(−csα). Curves have been offset vertically for clarity.

Figure 3 shows that the average strains are independent of system size L for small
forces f → 1 and increase as FT is approached (f → 0). As f → 0 the average strains
saturate to values that increase with system size. Moreover, the point of saturation moves
closer to the threshold as the system size L is increased.

These qualitative features are readily explained by treating the depinning transition
as a dynamic critical phenomenon, as argued by Fisher [10]. In this description the
saturation near threshold is a finite size effect that is due to the correlation length being
of order of the system size. The following is a brief review of the theory of finite size
scaling, further details can be found for example in [18] and references therein.

Suppose that for an infinite size system, the correlation length ξ scales like

ξ ∼ f−νs , (15)

and a quantity s scales like
s ∼ f−γ (16)
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near the transition. In the theory of finite size scaling effects due to the finite size of the
system modify the scaling law (16) to be of the form

s = Lγ/νΨ̄(L/ξ) = Lγ/νΨ(fL1/ν ), (17)

subject to the following asymptotic conditions on Ψ: (i) when L� ξ, the scaling law 16
is recovered, Ψ(x) ∼ x−γ/ν for large x, while (ii) for L� ξ , s should be independent of
f yielding ψ(x)→ const. as x→ 0.

If the scaling form (17) is correct then plots of sL−γ/ν vs fL1/ν for various sizes L
should produce curves that collapse on each other.

A scaling plot of the average strains Sav for sizes L ≥ 128 is shown in Figure 4. The
collapse gets less satisfactory when smaller system sizes are included. The best values
for the scaling exponents are obtained as ν = 1.6 ± 0.1 and γ/ν = 0.45± 0.01, yielding
γ = 0.72± 0.05. The uncertainties in the numbers given are an estimate only and reflect
the range of scaling exponents over which the data collapse does not change significantly.

Figure 3. Plot of average strain Sav in units of π against reduced force f for various system sizes

L. Indicated in parentheses are the number of realizations averaged over. Errorbars indicate the

error in the mean, obtained from averaging the mean strains of each realization (shown only for

sizes L = 256, L = 512, L = 1024, for clarity). Errors increase as the threshold is approached

and are less than 5%.
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A similar analysis can be carried out for the standard deviation of the strain distri-
butions. The results are not shown here, but it turns out that the scaling exponents
are equal within their respective accuracies to those obtained for the average strains.
It is possible to fit the strain distributions to a stretched exponential functional form
P (s) ∼ exp(−csα). Shown also in Figure 2 are the best fits of the L = 512 strain
distributions to this functional form (solid lines).

Figure 4. Finite size scaling function for the average strain Sav (in units of π). The best

collapse is achieved for ν = 1.6 ± 0.1 and γ/ν = 0.45 ± 0.01. Indicated in parentheses are the

number of realization from which the averages were obtained.

Figure 5 shows some preliminary data for the steady-state strains above threshold.
The simulations suffer from large relaxation times for large system sizes. We have not
acquired enough data yet to make quantitative predictions. However, figure 5 shows
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that the average strain decreases with increasing driving force, in agreement with the
expectation that in this regime pinning forces become less important. Comparing Figure
5 with the corresponding Figure 3 for average strains below threshold, it seems that the
finite- size saturation of the average strain is reached at higher reduced forces.

If this result is borne out by more extensive simulations, this implies that the corre-
lation length diverges faster above threshold, which could be due to a larger prefactor in
(15), or different scaling exponents ν on both sides of the depinning transition. Espe-
cially the latter possibility is rather intriguing, however more work needs to be done to
characterize this.

Figure 5. Preliminary data for the average Strains Sav above threshold. Results were obtained

from averaging strains over 23 and 8 realizations of size L = 256 (boxes) and L = 128 (triangles).

Errorbars indicate the error in the mean obtained from averaging the main strains of each

realization.
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Middleton has studied in his thesis [13] the dependence of the average steady-state
CDW velocity v defined by

v = lim
T→∞

1
LT

∑
j

(φj(T ) − φj(0)), (18)

on the reduced force f . He finds that the f-v relation in one dimension exhibits very
weak size dependence, if at all. We observed similar results in our simulations and also
found that it takes a relatively short time compared to the period of the steady-state
solution for v to approach its asymptotic value. We find however, that the relaxation of
the strains to their steady-state values takes place on much larger times scales (upto a
factor of thousand for large system sizes). The reason for the difference of time scales is
most readily seen by considering the case of large external driving force F . In this limit
the impurity forces can be neglected and equations (3) are solved by a discrete Fourier
transform of φj. The average velocity is determined by the zero-mode and does not evolve
at all, while all other modes decay exponentially with a characteristic time given in the
limit of large L/k by τk ≈ (L/2πk)2. Thus to this order, the relaxation time for the
configurations increases with the square of the system size, while the average velocity
remains constant.

5. Discussion

Using finite-size scaling we have demonstrated the divergence of strains near the de-
pinning transition. Our results have been obtained for the case where the transition is
approached from the pinned state. The uniqueness of the solution in the sliding state as
well as the pinning state very close to threshold, strongly suggest a similar divergence
when the transition is approached from the sliding state. Our preliminary data for the
average strains above threshold supports this.

Earlier findings show that the relation between average steady-state velocity and driv-
ing force does not exhibit any appreciable size dependence [13]. Our preliminary data
clearly shows that the average strains are size dependent. We believe that this depen-
dence on system size is due to the very different relaxation mechanisms for the average
velocity and configurations, as seen in the strong forcing limit.

A more detailed investigation of the dynamics above threshold and the inclusion of
temperature will be taken up in a future publication.
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