Stability regions in time delayed two-area LFC system enhanced by EVs
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Abstract: With the extensive usage of open communication networks, time delays have become a great concern in load frequency control (LFC) systems since such inevitable large delays weaken the controller performance and even may lead to instabilities. Electric vehicles (EVs) have a potential tool in the frequency regulation. The integration of a large number of EVs via an aggregator amplifies the adverse effects of time delays on the stability and controller design of LFC systems. This paper investigates the impacts of the EVs aggregator with communication time delay on the stability. Primarily, a graphical method characterizing stability boundary locus is implemented. The approach is based on the stability boundary locus that can be easily determined by equating the real and the imaginary parts of the characteristic equation to zero. For a given time delay, the method computes all the stabilizing proportional-integral (PI) controller gains, which constitutes a stability region in the parameter space of PI controller. The effects of communication delay and participation factor of EVs aggregator on the obtained stability regions is thoroughly examined. Results clearly illustrate that stability regions become smaller as the time delay and participation factor of EVs increase. Finally, the accuracy of region boundaries known as real root boundary and complex root boundary is confirmed by time-domain simulations along with an independent algorithm, quasipolynomial mapping-based root finder (QPmR) algorithm.

Key words: Communication delays, electric vehicles, load frequency control, PI controller, stability region

1. Introduction

The load frequency control (LFC) systems have been widely used in the control of electrical power systems for many years to provide the balance between load demand and generation in each control area and thus to eliminate deviations in system frequency [1]. The stability and reliability of electrical power systems may get worse due to imbalance or sudden power changes occurring between power generation and load demand during the daily operation of the electrical grid. The imbalance between the power generation and load demand in the interconnected network causes rapid deviations of the nominal frequency and the scheduled power exchanges in the tie-lines between control areas [1]. In recent years, the frequency control problem of the interconnected network has been seen as an important issue in terms of the stability of the power systems due to the increasing environmental concerns, the gradual depletion of fossil resources, and the increased penetration of highly variable renewable energy (RE) power generation [2].

The power balance between the generation and load demand is traditionally maintained by controlling
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the real power output of generators through the primary and secondary control schemes. For last few years, the inclusion of electric vehicles (EVs) via an aggregator into LFC systems has gained much attention [3–8]. Owing to the vehicle-to-grid technology and rapid output power control of the batteries of EVs, EVs have become a potential tool for lessening the sporadic impact of RE sources participating in the frequency regulation. The fast response of EVs provides significant improvement in the LFC system performance. The undesired variations in the frequency can be decreased and consequently the frequency response can be enhanced using EVs as they can be utilized as generators or loads. An aggregator is employed to practically coordinate the participation of EVs in frequency regulation market. Accumulating and managing a group of EVs to provide the frequency regulation standards is the prime task of the aggregator [4, 9, 10]. Additionally, EVs’ aggregators transceive information about energy capacities of EVs, their electrical power availability, and charging status to the controller. Therefore, the aggregators rearrange control commands to dispatch the participation of EVs for regulating their output power by automatic generation control.

In power system control, a dedicated or open communication system including fiber-optics, power lines and satellites are used for transferring control signals. The latter is generally chosen due to its lower cost but it causes communication delays. Time delay is a widespread problem in LFC systems because of the following: 1) In smart grids, open communication networks could provide efficient bilateral communication; 2) There exists geographically distributed control area and power sources and 3) The communication network is prone to cyber-attacks causing time delays in control signals [11]. The response time for the control signal by independent system operator (ISO) is imperative in frequency regulation service. Generally, ISO sends a control signal to EVs aggregator every 2-6 seconds. ISOs normally have specific protocols for allowing maximum communication delay to react to the regulation command signals. For example, it is reported that ISO of California permits 4-s delay between aggregator and EVs [12, 13]. Thus, it is important to examine the delay-dependent stability of LFC-EVs system.

Many studies report that for transmission of regulation signal, time delays between ISO and the power plants are less significant [4, 7, 11, 13]. Therefore, this study considers the communication time delay on EVs side only. The main reason of such an assumption is that usually ISOs themselves utilize a communication channel between conventional generators and ISOs and consider the time delay requirements of the communication link on their own. The open communication links between EVs and aggregator can be considered another reason. Communication networks like power line communication (PLC), ZigBee, internet, WiFi etc. are used depending on EVs location. These types of networks cause more significant delays than communication channels deployed between ISOs and conventional generators. Moreover, there may be scheduling delays since the aggregators have to manage EVs regulation as well as their charging/discharging [4, 11, 13]. In [4], the authors have shown that the participation of EVs with communication networks having fast-response adversely affects the frequency regulation and stability of LFC systems in frequency regulation service.

In recent years, various research papers have been published in an effort to examine the delay-dependent stability of LFC systems with or without EVs aggregator. Most of the existing published work focuses on the computation of stability delay margins of the system with a predesigned controller. The stability delay margin is defined as the maximum time delay that guarantees the stability of the LFC systems. These techniques are divided into two main categories: 1) frequency-domain direct methods [5, 7, 14–17] and 2) linear matrix inequalities (LMIs) and Lyapunov stability theory-based time-domain methods [4, 8, 18–20]. These methods are able to efficiently compute stability delay margins for any chosen proportional-integral (PI) controller gains. However, one of the main drawbacks of them is that one needs to determine the delay margin and check the
stability whenever the PI controller gains are changed or retuned, causing time-consuming stability checks. In order to avoid such time-consuming stability checks and thereby to save controller tuning time, it is necessary to determine all possible values of PI controller parameters that ensure the stability for the maximum time delay observed, which can be obtained from the historical data.

In our earlier work reported in [20–23], a graphical method proposed in [24, 25] has been effectively used to obtain stability regions for a specified time delay using stability boundary locus in the PI controller parameters space for single and two-area LFC systems. This method known as stability boundary locus (SBL) determines the stability boundary loci by simply equating real and imaginary parts of the characteristic polynomial to zero [24, 25]. Moreover, the SBL method has been efficiently applied to PI controller design presented in [26] and synthesis of PI controller of a wind turbine [27]. However, reported studies in the literature compute stability regions either for LFC systems without considering EVs or single-area LFC-EVs system. This work extensively examines the stability regions of two-area LFC-EVs system calculated for various delay values. The obtained regions comprise stabilizing controller parameters that assure desired dynamic response of the system and validation of those regions is done by quasipolynomial mapping-based root finder (QPmR) algorithm [28] and time-domain simulations [29]. The main contributions of the study are summarized as follows: i) Identification of stability regions of two-area LFC-EVs system using an analytically elegant method for the first time in the literature, ii) An exhaustive analysis of the impact of time delay and participation factor of EVs aggregator and the power plant.

The remaining article is structured as follows: Section 2 presents the dynamical model of two-area LFC-EVs system with time delays. Section 3 provides the implementation of the SBL method. Section 4 gives stability regions and verification studies while Section 5 concludes the paper.

2. Time-delayed LFC-EVs system model

A group of EVs is needed to be integrated to the grid for their practically participation in frequency regulation services. EVs aggregator acts as control center and manages the charge/discharge of each EV. The dynamic model of EV is given as follows [4]:

\[ G_{EV,i}(s) = \frac{K_{EV,i}}{1+st_{EV,i}} \]  (1)

For \((i = 1,2)\), \(K_{EV,i}\) in the first-order transfer function of (1) represents the gain coefficient of the battery, whereas the time constant of the EVs battery is symbolized by \(t_{EV,i}\). Figure 1 presents system model of two-area LFC-EVs where \(\tau_{EV1}\) and \(\tau_{EV2}\) represent the communication delays from the controller to the electric vehicles in each control area. Exponential transfer functions of \(e^{-st_{EV1}}\) and \(e^{-st_{EV2}}\) are used to model these delays. A lumped model of all the participating EVs comprising of same delay function and resembling the dynamics of EV is achieved by assuming the time constants \(t_{EV,i}\) and the delays \(\tau_{EV,i}\) \((i = 1,2)\) for all the EVs to be equal [4].

The PI type controller is adopted as LFC controller. For \((i = 1,2)\), \(\Delta X_{gi}, \Delta P_{mi}, \Delta P_{gi}, \Delta P_{Li},\) \(\Delta P_{EV,i}\), and \(\Delta f_i\) in Figure 1 represent the valve position, mechanical power output, power output of generator, load disturbance, and EVs aggregator power output and deviation of frequency, respectively. Moreover, \(M_i, D_i, \beta_i, R_i\) and \(F_{Pi}\) \((i = 1,2)\) are the inertia constant of generator, damping coefficient, frequency bias factor, speed regulation, and fraction of turbine power, respectively, whereas \(T_{gi}, T_{ri},\) and \(T_{ci}\) for \((i = 1,2)\) are the time constants of turbine, reheat, and governor. Furthermore, \(K_{Pi}\) and \(K_{fi}\) denote the proportional controller
gains and integral controller gains of both control areas.

ACE\(_i\) for (\(i = 1,2\)) indicates the area control errors of both areas. ACE\(_1\) is sent to the PI controller as a control signal because of any load changes in area 1. The output signal of the controller is then sent to the generator and EVs based on their participation factors \(\alpha_{01}\) and \(\alpha_{11}\) for regulating the frequency in that area. Likewise, a similar procedure is followed in area 2. The participation ratios of EVs and generators for each area are assumed as \(\alpha_{11} = \alpha_{12} = \alpha_1\) and \(\alpha_{01} = \alpha_{02} = \alpha_0\), respectively [3]. In Figure 1, \(T_{12}\) expresses the coefficient of tie-line power to enable the scheduling exchange of power in two area LFC system. Based on an assumption that each control area has an identical communication network and thus observe an equal time delay (\(\tau_{EV1} = \tau_{EV2} = \tau\)) the state-space model of the system shown in Figure 1 can be given as:

\[
\begin{align*}
\dot{x}(t) &= A_c x(t) + A_d x(t-\tau) + F \Delta P_L \\
y(t) &= C x(t)
\end{align*}
\]

where the inputs and outputs along with the state and output variables are given as:

\[
\begin{align*}
x_1(t) &= [\Delta f_1 \ \Delta P_{G1} \ \Delta P_{mi} \ \Delta X_{G1} \ \Delta P_{EV1} \ \left[ACE_i\right]], \\
y_i(t) &= [\ \ ACE_i \ \left[ACE_i\right]], \ i = 1,2 \\
x(t) &= [\ x_1(t) \ x_2(t) \ \Delta P_{L1} \ ]^T, \\
y(t) &= [\ y_1(t) \ y_2(t) \ ]^T, \\
\Delta P_L &= [\ \Delta P_{L1} \ \Delta P_{L2} \ ]^T.
\end{align*}
\]
The system, input and output matrices, $A_o$, $A_d$, $F$, and $C$ are described in Appendix. In order to define the stability regions, the characteristic polynomial of the two-area LFC-EVs system can simply be computed from (2) as follows:

$$\Delta(s, \tau) = \text{det} \left[sI - A_o - A_d e^{-\tau s}\right] = 0$$

$$\Delta(s, \tau) = P(s) + Q(s)e^{-\tau s} + R(s)e^{-2\tau s} = 0$$

(3)

where $P(s)$, $Q(s)$, and $R(s)$ are the three polynomials in $s$ having real coefficients in terms of system parameters. The coefficients cannot be presented due to their span. However, the polynomials are stated as follows:

$$P(s) = p_{13}s^{13} + p_{12}s^{12} + p_{11}s^{11} + p_{10}s^{10} + p_9s^9 + p_8s^8 + p_7s^7 + p_6s^6 + p_5s^5 + p_4s^4$$

$$+ p_3s^3 + p_2s^2 + p_1s + p_0$$

$$Q(s) = q_{11}s^{11} + q_{10}s^{10} + q_9s^9 + q_8s^8 + q_7s^7 + q_6s^6 + q_5s^5 + q_4s^4 + q_3s^3 + q_2s^2 + q_1s + q_0$$

$$R(s) = r_9s^9 + r_8s^8 + r_7s^7 + r_6s^6 + r_5s^5 + r_4s^4 + r_3s^3 + r_2s^2 + r_1s + r_0$$

(4)

3. Identification of stability regions

This section presents the implementation of the SBL methods into two-area LFC-EVs system whose characteristic equation is given in (3). The proposed stability boundary locus method requires some modifications for the two-area LFC-EVs system as the coefficients of (3) involve some square terms of $K_p$ and $K_I$ controller gains [20]. The coefficients of $P(s)$ polynomial are expressed in terms of PI controller parameters as follows:

$$P(s) = Z_1s^{13} + Z_{32}s^{12} + Z_{33}s^{11} + Z_{43}s^{10} + Z_{53}s^9 + Z_8s^8 + Z_{10}^7 + Z_{13}s^6 + Z_{16}s^5 + Z_{19}s^4 + Z_{22}s^3$$

$$+ Z_{25}s^2 + K_PZ_5s^{10} + K_PZ_7s^9 + K_IZ_5s^9 + K_PZ_9s^8 + K_IZ_7s^8 + K_PZ_{11}s^7 + K_P^2Z_{12}s^7$$

$$+ K_IZ_{13}s^7 + K_PZ_{14}s^8 + K_P^2Z_{15}s^6 + K_IZ_{11}s^6 + 2K_PP_KZ_{12}s^6 + K_PZ_{17}s^5 + K_P^2Z_{18}s^5$$

$$+ K_IZ_{14}s^5 + 2K_PP_KZ_{15}s^5 + K_I^2Z_{12}s^5 + K_PZ_{20}s^4 + K_P^2Z_{21}s^4 + K_IZ_{17}s^4$$

$$+ 2K_PK_IZ_{18}s^4 + K_I^2Z_{15}s^4 + K_PZ_{23}s^3 + K_P^2Z_{24}s^3 + K_IZ_{20}s^3 + 2K_PP_KI^2Z_{21}s^3$$

$$+ K_I^2Z_{18}s^3 + K_PZ_{26}s^2 + K_P^2Z_{27}s^2 + K_IZ_{23}s^2 + 2K_PP_KI^2Z_{24}s^2 + K_I^2Z_{25}s^2$$

$$+ K_IZ_{26}s + 2K_PP_KI^2Z_{27}s + K_I^2Z_{23}s + K_I^2Z_{25}s + Z_{27}$$

(5)

where $Z_1s^{13}$ corresponds to the coefficient $p_{13}s^{13}$, $Z_{25}s^2$ corresponds to the coefficient $p_{2}s^2$ excluding $(K_P, K_I)$ terms, $Z_{26}s^2$ corresponds to the coefficient $p_{2}s^2$ having $K_P$ terms only, $Z_{27}s^2$ corresponds to the coefficient $p_{2}s^2$ including $K_P$ terms only, $Z_{23}s^2$ corresponds to the coefficient $p_{2}s^2$ having $K_I$ terms only, $Z_{24}s^2$ corresponds to the coefficient $p_{2}s^2$ including the product term of $K_PP_K$ and $Z_{21}s^2$ corresponds to the coefficient $p_{2}s^2$ having $K_I$ terms only. All other coefficients are expressed in the same fashion. The simplification of (5) further yields the following form of $P(s)$ polynomial.

$$P(s) = Z_1s^{13} + Z_{32}s^{12} + Z_{33}s^{11} + Z_{43}s^{10} + Z_{53}s^9 + Z_8s^8 + Z_{10}^7 + Z_{13}s^6 + Z_{16}s^5 + Z_{19}s^4 + Z_{22}s^3$$

$$+ (K_PS + K_I)^2Z_{12}s^5 + Z_{15}s^4 + Z_{18}s^3 + Z_{21}s^2 + Z_{24}s + Z_{27}$$

$$+ (K_PS + K_I)^2Z_{12}s^5 + Z_{15}s^4 + Z_{18}s^3 + Z_{21}s^2 + Z_{24}s + Z_{27}$$

(6)

After labeling the terms having $(K_PS + K_I)^2$ as $Z_6(s)$, the terms having $(K_PS + K_I)$ as $Z_a(s)$ and the terms not containing $(K_P, K_I)$ as $C(s)$ in (6), $P(s)$ polynomial can be expressed in a more simpler form as:

$$P(s) = (K_PS + K_I)^2Z_6(s) + (K_PS + K_I)Z_a(s) + C(s)$$

(7)
Similarly, the coefficients of \( Q(s) \) polynomial are expressed in terms of PI controller parameters as follows:

\[
Q(s) = K_p Y_1 s^{11} + K_p Y_2 s^{10} + K_i Y_1 s^{10} + K_p Y_3 s^9 + K_i Y_2 s^9 + K_p Y_5 s^8 + K_i Y_3 s^8 \\
+ K_p Y_7 s^7 + K_p Y_6 s^6 + K_i Y_5 s^7 + 2 K_p K_i Y_4 s^6 + K_p Y_8 s^6 + K_i Y_7 s^6 \\
+ 2 K_p K_i Y_6 s^6 + K_i Y_4 s^6 + K_p Y_1 s^5 + K_i Y_3 s^5 + 2 K_p K_i Y_2 s^5 + K_i Y_9 s^5 + 2 K_p K_i Y_8 s^5 + K_i Y_2 s^5 \\
+ K_p Y_1 s^8 + K_p Y_2 s^8 + K_i Y_1 s^8 + 2 K_p K_i Y_4 s^4 + K_i Y_8 s^4 + K_p Y_15 s^3 \\
+ K_p Y_{14} s^3 + K_i Y_{13} s^3 + 2 K_p K_i Y_{12} s^3 + K_i Y_{10} s^3 + K_p Y_{14} s^2 + K_i Y_{16} s^2 \\
+ K_i Y_{15} s^3 + 2 K_p K_i Y_{14} s^2 + K_i Y_{12} s^2 + K_i Y_{17} s + 2 K_p K_i Y_{16} s + K_i Y_{14} s + K_i Y_{16} \\
\]

Similar to the simplification of \( P(s) \) polynomial, \( Q(s) \) polynomial is further simplified to the following form:

\[
Q(s) = (K_p s + K_i) \left[ Y_1 s^{10} + Y_2 s^9 + Y_3 s^8 + Y_5 s^7 + Y_7 s^6 + Y_9 s^5 + Y_{11} s^4 + Y_{13} s^3 + Y_{15} s^2 + Y_{17} s \right] \\
+ (K_p s + K_i) j^2 \left[ Y_4 s^6 + Y_6 s^5 + Y_8 s^4 + Y_{10} s^3 + Y_{12} s^2 + Y_{14} s + Y_{16} \right]
\]

After labeling the terms having \((K_p s + K_i)^2\) as \( Y_6(s) \) and the terms having \((K_p s + K_i)\) as \( Y_a(s) \) in (9), \( Q(s) \) polynomial can be expressed in a more simpler form as:

\[
Q(s) = (K_p s + K_i)^2 Y_6(s) + (K_p s + K_i) Y_a(s)
\]

Likewise, the coefficients of \( R(s) \) polynomial are expressed in terms of PI controller parameters as;

\[
R(s) = K_p^2 X_1 s^9 + K_p^2 X_2 s^8 + 2 K_p K_i X_1 s^8 + K_p^2 X_3 s^7 + K_i^2 X_1 s^7 + 2 K_p K_i X_1 s^7 + K_p^2 X_4 s^6 \\
+ K_i^2 X_2 s^6 + 2 K_p K_i X_3 s^6 + K_p^2 X_5 s^5 + K_i^2 X_3 s^5 + 2 K_p K_i X_4 s^5 + K_p^2 X_6 s^4 + K_i^2 X_4 s^4 \\
+ 2 K_p K_i X_5 s^5 + K_p^2 X_7 s^4 + K_i^2 X_5 s^3 + 2 K_p K_i X_6 s^3 + K_p^2 X_8 s^2 + K_i^2 X_6 s^2 + 2 K_p K_i X_7 s^2 \\
+ K_i^2 X_7 s + 2 K_p K_i X_8 s + K_i^2 X_8
\]

Similar to \( P(s) \) and \( Q(s) \) polynomials, \( R(s) \) polynomial is rearranged in terms of \((K_p s + K_i)\) for example, \( X_1 s^7(K_p s + K_i)^2 = K_p^2 X_1 s^9 + 2 K_p K_i X_1 s^8 + K_i^2 X_1 s^7 \). Therefore,

\[
R(s) = X_1 s^7(K_p s + K_i)^2 + X_2 s^6(K_p s + K_i)^2 + X_3 s^5(K_p s + K_i)^2 + X_4 s^4(K_p s + K_i)^2 \\
+ X_5 s^3(K_p s + K_i)^2 + X_6 s^2(K_p s + K_i)^2 + X_7 s(K_p s + K_i)^2 + X_8(K_p s + K_i)^2
\]

or,

\[
R(s) = (K_p s + K_i)^2 X_1 s^7 + X_2 s^6 + X_3 s^5 + X_4 s^4 + X_5 s^3 + X_6 s^2 + X_7 s + X_8
\]

or,

\[
R(s) = (K_p s + K_i)^2 X(s)
\]

Finally, after substituting the expressions \( P(s), Q(s), \) and \( R(s) \) in (7), (10), and (12) into the characteristic equation in (3), the following modified equation is obtained.

\[
\Delta(s, \tau) = P(s) + Q(s)e^{-\beta \tau} + R(s)e^{-2\beta \tau} = (K_p s + K_i) Z_a(s) + (K_p s + K_i)^2 Z_b(s) + C(s) \\
+ \left[ (K_p s + K_i) Y_a(s) + (K_p s + K_i)^2 Y_b(s) \right] e^{-\beta \tau} + \left[ (K_p s + K_i)^2 X(s) \right] e^{-2\beta \tau} = 0
\]

By denoting \( m = (K_p s + K_i) \), the characteristic equation in (13) can be expressed in the following form:

\[
\Delta(s, \tau) = m Z_a(s) + m^2 Z_b(s) + C(s) + \left[ m Y_a(s) + m^2 Y_b(s) \right] e^{-\beta \tau} + \left[ m^2 X(s) \right] e^{-2\beta \tau} = 0
\]

or,

\[
\Delta(s, \tau) = m \left[ Z_a(s) + Y_a(s)e^{-\beta \tau} \right] + m^2 \left[ Z_b(s) + Y_b(s)e^{-\beta \tau} + X(s)e^{-2\beta \tau} \right] + C(s) = 0
\]
Setting \( A(s) = \left[ Z_b(s) + Y_b(s) e^{-sT} + X(s) e^{-2sT} \right] \) and \( B(s) = \left[ Z_a(s) + Y_a(s) e^{-sT} \right] \) and substituting them into (14) yields the following quadratic form of the characteristic equation:

\[
\Delta(s, \tau) = m^2 A(s) + m B(s) + C(s) = 0
\] (15)

The two roots, \( m_1 \) and \( m_2 \) of (15) can be computed using the following equation;

\[
m_{1,2} = (K_p s + K_I) = \frac{-B(s) \pm \sqrt{B(s)^2 - 4A(s)C(s)}}{2A(s)}
\] (16)

In order to obtain the stability regions of the two-area LFC-EVs system, \( s = j\omega_c \) when \( \omega_c > 0 \) needs to be substituted into the roots given by (16) as;

\[
(K_P(j\omega_c) + K_I) = \frac{-B(j\omega_c) \pm \sqrt{B(j\omega_c)^2 - 4A(j\omega_c)C(j\omega_c)}}{2A(j\omega_c)}
\] or

\[
2A(j\omega_c)(jK_P\omega_c + K_I) + B(j\omega_c) \mp \sqrt{B(j\omega_c)^2 - 4A(j\omega_c)C(j\omega_c)} = 0
\] (17)

A set of equations given in (18) is obtained by substituting \( e^{-j\omega_c\tau} = \cos(j\omega_c\tau) - j \sin(j\omega_c\tau) \) into \( A(j\omega_c) \) and \( B(j\omega_c) \) terms in (17) and equating the real part \( \Re \{ \} \) and imaginary part \( \Im \{ \} \) of the equation to zero:

\[
K_PL_1(\omega_c) + K_I M_1(\omega_c) + N_1(\omega_c) + j(K_P L_2(\omega_c) + K_I M_2(\omega_c) + N_2(\omega_c)) = 0
\]

\[
K_P L_1(\omega_c) + K_I M_1(\omega_c) + N_1(\omega_c) = 0
\]

\[
K_P L_2(\omega_c) + K_I M_2(\omega_c) + N_2(\omega_c) = 0
\] (18)

where \( L_1(\omega_c) \) and \( M_1(\omega_c) \) belong to the real part of (18) including \( K_P \) and \( K_I \) terms, respectively. Moreover, \( L_2(\omega_c) \) and \( M_2(\omega_c) \) belong to the imaginary part of (18) including \( K_P \) and \( K_I \) terms, respectively. Moreover, \( N_1(\omega_c) \) and \( N_2(\omega_c) \) belong to the real and imaginary part of (18) neither having \( K_P \) nor \( K_I \) terms. The coefficients of \( L_1(\omega_c), L_2(\omega_c), M_1(\omega_c), M_2(\omega_c), N_1(\omega_c), \) and \( N_2(\omega_c) \) are not given here due to their span.

The set of equations in (18) is then solved for \((K_P, K_I)\) to identify the complex root boundary (CRB) locus \( \ell(K_P, K_I, \omega_c) \) as:

\[
K_P = \frac{M_1(\omega_c) N_2(\omega_c) - M_2(\omega_c) N_1(\omega_c)}{L_1(\omega_c) M_2(\omega_c) - L_2(\omega_c) M_1(\omega_c)}
\]

\[
K_I = \frac{L_1(\omega_c) M_2(\omega_c) - L_2(\omega_c) M_1(\omega_c)}{L_1(\omega_c) N_2(\omega_c) - L_2(\omega_c) N_1(\omega_c)}
\] (19)

In addition to complex roots, some roots of (3) may cross the \( j\omega \)-axis from origin. Equation (18) shows that this type of stability change occurs only for \( K_I = 0 \) determining the real root boundary (RRB) locus. Therefore, it can be said that the CRB and RRB loci divide the \( K_P, K_I \)- plane in stable and unstable regions.

4. Results and discussion

The results for stability region in two-area LFC-EVs system and their validation by simulation studies and QPmR algorithm are given in this section. The parameters for each area \((i = 1, 2)\) are given as [3]:

\[
M_i = 8.8, D_i = 1, F_{p_i} = 1/6, R_i = 1/11, \beta_i = 21, T_{12} = 0.1, T_{gi} = 0.2, T_{ci} = 0.3, T_{ci} = 12, T_{EV,i} = 0.1, K_{EVi} = 1, (i = 1, 2).
\]
It is evident from (16) that the two-area LFC-EVs system yields two different roots \( m_1 \) and \( m_2 \) which correspond to two different stability regions. Both stability regions are depicted in Figure 2 for the communication time delay \( \tau_1 = \tau_2 = \tau = 1.0 \) s and the participation ratios of \( \alpha_0 = 0.8, \alpha_1 = 0.2 \). These participation factors imply that 80% of the required control effort is provided by the conventional power plant while 20% is provided by the EVs aggregators. As explained in the previous section, the real axis in Figure 2 where \( K_I = 0 \) represents the RRB locus. The CRB of \( m_1 \) shown by solid line and the CRB of \( m_2 \) represented by dashed line are combined to form a stability region depicted in Figure 3. Note the overall stability region in Figure 3 is the intersection of the two stability regions depicted in Figure 2. The regions enclosed by the CRB and RRB in Figure 2 represents a stability region in the parameter space of the PI controller such that for any chosen PI controller gains, the two-area LFC-EVs system will be stable.

**Figure 2.** Two stability regions for the selected time delay and participation ratios.

**Figure 3.** The combined stability region and three test points for the selected time delay and participation ratios.
The stability region with CRB and RRB shown in Figure 3 represents a set of PI controllers that guarantees the stability of the two-area LFC-EVs system for the given communication time delay of \( \tau_1 = \tau_2 = \tau = 1.0s \) and the participation ratios of \( \alpha_0 = 0.8, \alpha_1 = 0.2 \). In order to prove the accuracy of the CRB locus, three different test points are selected by fixing the integral controller gain value at \( (K_I = 0.81) \) around the CRB locus. As can be seen in Figure 3, these test points include \( (K_P = 0.9453, K_I = 0.81) \) inside the region labeled as (x) for the stable case, \( (K_P = 0.8453, K_I = 0.81) \) on the CRB locus labeled as (*) for the marginally stable case and \( (K_P = 0.7453, K_I = 0.81) \) outside the region labeled as (x) for the unstable case. The time-domain simulation along with the QPmR algorithm based dominant roots distribution and their zoom picture are shown for \( (K_P = 0.9453, K_I = 0.81) \) inside the region in Figure 4a. It should be observed that all dominant roots are located in the stable left half of the \( s \)-plane and decaying oscillations in the frequency response depicts the asymptotic stability of the system. Figure 4b shows that the system is marginally stable due to the sustained oscillations in the system frequency response because of the presence of roots on the \( j\omega \) axis for a point \( (K_P = 0.8453, K_I = 0) \) selected on the CRB locus. However, the system becomes unstable for any controller gains outside the region. This happens because of the presence of a complex roots pair in the unstable right half of the \( s \)-plane. Growing oscillations in the frequency response depicted in Figure 4c also confirm the oscillatory instability of the system for \( (K_P = 0.7453, K_I = 0.81) \). Similarly, in order to prove the accuracy of the RRB locus, two test points are selected by fixing the proportional controller gain value at \( (K_P = 0.8453) \) around the CRB locus. As illustrated in Figure 3, two test points are: \( (K_P = 0.8453, K_I = 0) \) on the RRB locus labeled as (o) for the exponentially stable case and \( (K_P = 0.8453, K_I = -0.075) \) below the RRB locus labeled as (+) for the unstable case. The distribution of the dominant roots for the selected points around the RRB locus and the frequency responses are depicted in Figure 5. It is clear from Figure 5a that for the PI controller gains of \( (K_P = 0.8453, K_I = 0) \) on the RRB locus, one of the roots is at the origin, \( s = 0 \) and the remaining roots are in the stable left half plane. The frequency response in Figure 5a clearly indicates that the two-area LFC-EVs system is exponentially stable. On the other hand, for the PI controller gains of \( (K_P = 0.8453, K_I = -0.075) \), the real root is now in the unstable right half plane and the system is unstable due to the exponentially growing frequency response as shown in Figure 5b.

In the next study, the impact of participation factors of EVs aggregator \( (\alpha_{11} = \alpha_{12} = \alpha_{1}) \) in both control areas on the stability region is investigated. For that purpose, three different EVs participation factors are selected, i.e. \( \alpha_1 = 0.1, 0.2, \) and 0.3 whereas the time delay is fixed at \( \tau = 1.0s \). These participation factors imply that 10%, 20%, and 30% of the required control effort are provided by the EVs aggregators with a time delay of \( \tau = 1.0s \). Figure 6 compares the corresponding stability regions labeled as R1, R2, and R3 for these participation factors. Observe that the largest stability region R1 whose CRB locus is the solid blue line is obtained for \( \alpha_1 = 0.1 \). It should be noted that the stability region gets smaller when the participation factor is increased to \( \alpha_1 = 0.2 \). The stability regions for this case is labeled as R2 and its CRB locus is illustrated by a solid black line in Figure 6. Finally, the stability region labeled as R3 in Figure 6 with a solid red line CRB locus further shrinks for \( \alpha_1 = 0.3 \). Figure 6 clearly illustrates that the size of stability regions decreases as the EVs participation factor increases, whereas the shape of the regions is unchanged. It is evident from Figure 6 that the stability regions get smaller when the contribution of EVs aggregators in frequency regulation rises. This happens due to the presence of communication time delays because the adverse effect of the time delay on the stability region is signified by the increase of the participation ratio of EVs. Finally, regions of R1, R2, and R3 enclosed by the CRB and RRB loci in Figure 6 represents a stability region in the parameter space of the PI controller such that for any chosen PI controller gains, the two-area LFC-EVs system will be stable for the
Figure 4. Dominant roots distribution around the CRB and frequency response for the chosen controller gains.

Finally, the impact of the communication time delay $\tau$ is investigated for a selected EVs participation factor. Figure 7 illustrates the stability regions, labeled as R1, R2, and R3 for $\tau = 0.5s, 0.75s$, and $1.0s$, respectively, when the EVs participation factor is chosen as $\alpha_1 = 0.2$. Figure 7 clearly shows that the stability regions shrink when the communication delay increases from $\tau = 0.5s$ to $\tau = 1.0s$, whereas their shapes remain unchanged. It must be stated here that RRB locus of stability regions in Figures 6 and 7 is not affected by the participation factor and the time delay since the RRB locus is the x-axis where $(K_I = 0)$ as explained in the previous section. The stability regions in Figures 6 and 7 clearly illustrate that both EVs participation factor and the time delay associated with EVs aggregator have significant adverse effect on the stability regions.

5. Conclusions
This paper has investigated the impact of EVs on the stability region of a two-area LFC system using the stability boundary locus method. For a given time delay and load sharing scheme, stability regions in the parameter space of PI controller are determined. The accuracy of the boundaries of stability region are verified
by using time-domain simulations and QPmR algorithm. It has been noticed that size of the stability regions reduces when time delay increases. Moreover, for any given time delay, stability regions become smaller with an increment in participation factor of EVs aggregator. Therefore, it can be concluded that EVs participation along with a time delay can degrade the dynamic performance and cause instability if the PI controller gains and EVs participation factor are not properly selected. It is expected that the results will help us in designing a PI controller that will control the EVs aggregators participating in frequency regulation service. For future studies, robust stability regions assuring the stability of the system for all admissible uncertainties in the participation factors of EVSs aggregator will be computed by complex Kharitonov theorem\[^{30}\]. Moreover, using the rate of change of the frequency (ROCOF), an adaptive scheme will be designed for the selection of the PI controller gains when a dynamic change happens in the participation of EVs.
Impact of the time delay on the stability region $\alpha_0 = 0.8, \alpha_1 = 0.2$.

Figure 7. Impact of the time delay on the stability region $\alpha_0 = 0.8, \alpha_1 = 0.2$.
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Appendix

The system matrix along with the input and output matrices of (2) are presented as:

\[
A_o = \begin{bmatrix}
[ A_{11} ]_{6 \times 6} & [ A_{12} ]_{6 \times 6} & [ B_{13} ]_{6 \times 1} \\
[ A_{21} ]_{6 \times 6} & [ A_{22} ]_{6 \times 6} & [ B_{23} ]_{6 \times 1} \\
[ B_{31} ]_{1 \times 6} & [ B_{32} ]_{1 \times 6} & [ B_{33} ]_{1 \times 1}
\end{bmatrix},
A_{ij} = \begin{bmatrix}
0_{5 \times 1} & 0_{5 \times 5}
\end{bmatrix},
\]
\[i, j = 1, 2 (i \neq j)\]

\[
A_d = \begin{bmatrix}
[ A_{d11} ]_{6 \times 6} & [ A_{d12} ]_{6 \times 6} \\
[ A_{d21} ]_{7 \times 6} & [ A_{d22} ]_{7 \times 7}
\end{bmatrix},
A_{d11} = \begin{bmatrix}
0_{4 \times 5} & 0_{4 \times 1} & 0_{4 \times 1} \\
0_{1 \times 5} & 0_{1 \times 5} & 0_{1 \times 5}
\end{bmatrix},
A_{d21} = [0_{6 \times 7}],
B_{13} = [\begin{array}{c}
-\frac{1}{M_i} \\
0_{1 \times 4} \\
K_{p_i} \beta_i \\
\end{array}]
\]
\[B_{23} = \begin{bmatrix}
\frac{1}{M_2} & 0_{1 \times 4} & K_{p_2} \beta_2 \\
0_{1 \times 6} & 0_{1 \times 6} & -K_{f_2}
\end{bmatrix}^T,
B_{31} = -B_{32} = \begin{bmatrix}
2\pi T_{12} & 0_{1 \times 5}
\end{bmatrix},
B_{33} = 0,
\]
\[F = \begin{bmatrix}
F_1 \\
F_2
\end{bmatrix}^T,
F_1 = \begin{bmatrix}
-\frac{1}{M_1} & 0_{1 \times 12}
\end{bmatrix},
F_2 = \begin{bmatrix}
0_{1 \times 6} & -\frac{1}{M_2} & 0_{1 \times 6}
\end{bmatrix},
\]
\[C = \begin{bmatrix}
C_1 \\
C_2
\end{bmatrix},
C_1 = \begin{bmatrix}
1 & 0_{1 \times 11} & 0_{1 \times 7}
\end{bmatrix},
C_2 = \begin{bmatrix}
0_{1 \times 6} & 0_{1 \times 4} & 0 & 1 & 0
\end{bmatrix},
\]

\[
A_{ii} = \begin{bmatrix}
\frac{D_i}{M_i} & \frac{1}{M_i} & 0 & 0 & \frac{1}{M_i} & 0 \\
0 & -\frac{1}{T_{ev1}} & \frac{1}{T_{ev1}} & 0 & 0 & 0 \\
-\frac{F_{p_i}}{T_{ei} R_i} & 0 & -\frac{1}{T_{ei}} \left( \frac{1}{T_{ei}} + \frac{F_{p_i}}{T_{ei}} \right) & 0 & \frac{\alpha_{ei} F_{p_i}}{T_{ei} R_i} & \frac{\alpha_{ei}}{T_{ei} R_i} \\
-\frac{1}{T_{ei} R_i} & 0 & 0 & -\frac{1}{T_{ei}} & 0 & \frac{\alpha_{ei} F_{p_i}}{T_{ei} R_i} \\
0 & 0 & 0 & 0 & -\frac{1}{T_{ev1}} & \frac{K_{p_i} \beta_i}{M_i} & 0
\end{bmatrix},
\]
\[i = 1, 2.\]