Abstract: Image denoising is 1 of the fundamental problems in the image processing field since it is the preliminary step for many computer vision applications. Various approaches have been used for image denoising throughout the years from spatial filtering to model-based approaches. Having outperformed all traditional methods, neural-network-based discriminative methods have gained popularity in recent years. However, most of these methods still struggle to achieve flexibility against various noise levels and types. In this paper, a deep convolutional autoencoder combined with a variant of feature pyramid network is proposed for image denoising. Simulated data generated by Blender software along with corrupted natural images are used during training to improve robustness against various noise levels. Experimental results show that the proposed method can achieve competitive performance in blind Gaussian denoising with significantly less training time required compared to state of the art methods. Extensive experiments showed the proposed method gives promising performance in a wide range of noise levels with a single network.
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1. Introduction

Image denoising is 1 of the fundamental problems in the image processing field due to being an essential step in many computer vision applications such as medical imaging. For example, medical images tend to corrupt more if the radiation level is decreased [1, 2]. Therefore, denoising techniques are important to shift the balance towards less radiation exposure for patients in radiation level and image quality trade-off without sacrificing the image quality.

The aim of image denoising is to obtain clean image \( x \) from corrupted version \( y \) that can be modeled as \( x = y + n \) where \( n \) is the noise of specific type. Most of the methods in the literature [3–7] focus on specific type for \( n \), namely additive white Gaussian noise (AWGN) since natural images are assumed to have additive random noise which can be modeled with AWGN.

Numerous methods have been proposed for image denoising throughout the years. Traditional model-based methods rely on using image priors and exploiting nonlocal self-similarity of the images. They can achieve high denoising performance, especially popular state of the art methods such as BM3D [3] and WNNM [7]. However, they have several common drawbacks. First, these methods work based on solving a complex optimization problem, hence making the inference process resource-consuming. Second, these models require manually chosen image priors that require high domain knowledge and may not be able to characterize complex image structures. Finally, these methods usually cannot be used to remove spatially varying noise.
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Discriminative learning methods overcome the aforementioned problems by implicitly learning image priors during the training phase using a set of noisy and clean input pairs. A nonlinear diffusion model, trainable nonlinear reaction-diffusion (TNRD), is proposed in which parameters are learned through a loss-based approach that can be used for image denoising in [8]. However, with [9] showing that it is possible to achieve state of the art results with a plain multilayer perceptron (MLP); there has been a shift towards using neural networks for image denoising recently [4–6, 10–12].

Most of the existing neural network-based methods follow a convolutional neural network (CNN) based approach. The first utilization of CNNs for image denoising can be found in [10], but the first CNN based method that can achieve state of the art performance is DnCNN [4]. Recent advancements in network training methods for CNNs such as residual learning [13] and batch normalization [14] are utilized to achieve state of the art performance. After the release of DnCNN, several approaches are proposed to further improve CNN based denoisers. FFDNet [5] introduces a tunable noise level map as input to improve flexibility against noise levels and types. It was shown in [6] that dilated convolution can be used to speed up the network without sacrificing performance. A more realistic noise model than AWGN is proposed in [15] to achieve better real-world image denoising performance.

In this paper, a deep convolutional autoencoder combined with a variant of feature pyramid network [16] component is proposed as a different approach for image denoising. Benefiting from both convolutional autoencoder and feature pyramid structures, the proposed network can achieve competitive results with state of the art methods such as BM3D [3], DnCNN [4] and FFDNet [5] in blind Gaussian image denoising in grayscale images. Extensive experiments showed that it can also be used in color image denoising with promising performance. Moreover, the performance of the proposed network in denoising Blender renders is noteworthy.

It should also be noted that the proposed network does not require any prior information about the noise level during the testing phase which makes it possible to use a single network for denoising images with various noise levels.

The rest of the paper is organized as follows. Section 2 provides a summary of existing image denoising methods in the literature. Section 3 presents the proposed method and discusses its features. In Section 4, experimental setup is explained and extensive evaluations are given. Results are presented in Section 5 and paper is concluded by discussing findings in Section 6.

2. Related work

Different approaches have been applied in the image denoising problem. Traditional methods such as BM3D [3] or WNNM [7] uses image priors and exploit nonlocal self-similarity in the images. BM3D stands out with its performance in model-based methods. It focuses on obtaining an enhanced sparse representation of the image in the transform domain and uses that representation for denoising. However, the inference phase of BM3D and WNNM are time-consuming and they require manually defined image priors.

In [8] a nonlinear diffusion model, trainable nonlinear reaction-diffusion (TNRD), is proposed in which all parameters are learned from training data through a loss-based approach and it was shown that it can be used for image denoising. Authors in [9] showed that using plain multilayer perceptron and training it with noisy and clean image pairs is sufficient to achieve state of the art denoising performance.

The usage of CNNs in image denoising can be traced back to [10]. DnCNN [4] was the first CNN based method that could achieve state of the art denoising performance. Residual learning [13] and batch normalization
[14] methods are used in DnCNN and it outperformed traditional methods such as BM3D [3] in blind Gaussian denoising. Following the success of DnCNN, several more approaches are proposed to improve the performance of CNN based denoisers. FFDNet [5] introduces a tunable noise level map as input to the network. This enables a single network to effectively handle a wide range of noise levels and even spatially variant noises by using a nonuniform noise level map. In [6], usage of dilated convolution is proposed to speed up the network without sacrificing performance. To improve the performance of CNN denoisers in real-world images, a more realistic noise model than AWGN that considers both heterogeneous Gaussian noise and in-camera processing pipeline is proposed in [15].

Stacked denoising autoencoders (SDA) are introduced in [17] as a pretraining tool that can extract high-level representation of data. Sparse SDAs (SSDA) are used in [11] to remove noise from images. Instead of discarding hidden layer data of noisy input as in [17], authors use activated values of both noisy and clean data to produce training data for the next layer. However, SSDA is not flexible against noise levels and types. In [12], relatively simple convolutional autoencoder is used to remove noise from grayscale medical images. SSIM [18] instead of PSNR was used as an evaluation metric to obtain a better-correlated report about image denoising performance with human perception.

Generative adversarial network (GAN) [19] is used in [20] for image denoising. This method focuses on projecting noisy images onto the range of GAN by recovering corresponding latent vector for a given image and it can achieve favorable results if the uncorrupted version of the image is seen during GAN training.

Feature pyramids were commonly used in traditional object recognition in which the pyramids are manually engineered to achieve scale-invariant methods. However, deep learning based methods avoided using feature pyramids because of 2 reasons; they are expensive to compute and provided scale-invariance by using convolutional networks were enough for many applications. Despite their drawbacks, feature pyramids are required to achieve the most accurate results and a feature pyramid network (FPN) that can provide benefits of traditional feature pyramids without sacrificing performance is proposed in [16]. The proposed architecture can extract features in various frequency bands and combine them using lateral connections.

3. Proposed method

In this paper, a deep fully convolutional autoencoder with feature pyramid network component (AEFPNC) is proposed as an alternative approach for image denoising. Proposed method benefits from rectifier linear unit (ReLU) [21] and batch normalization [14] layers in the architecture.

3.1. Network architecture

The network takes a single image as input with size $M \times N$. Then it is passed through early encoder which consists of 3 convolution layers. Each convolution layer is followed by ReLU and batch normalization operations. Zero padding is applied to keep the input size constant ($M \times N$). 3 x 3 convolution is used throughout the network. Also, batch normalization is used in the input layer to improve the performance. Early encoder part increases the number of feature maps to 64 and prepares the input for feature pyramid subnetwork.

The output of the early encoder, $C_1$, is then downsampled using a convolution layer with stride = 2 to obtain 3 more inputs for feature pyramid subnetworks. After this operation, there are 4 outputs \{C_1, C_2, C_3, C_4\} with sizes $D = \{M \times N, (M/2) \times (N/2), (M/4) \times (N/4), (M/8) \times (N/8)\}$, respectively. Sizes are saved to be used during the upsampling operation to prevent ambiguity if any of the resulting image sizes are odd. There are 4
feature pyramid branches in total in the network and each branch consists of 4 Conv + ReLU + BN layers with each layer reducing the number of feature maps. Each branch gives a set of 16 feature maps \( \{F_1, F_2, F_3, F_4\} \) with the same sizes in \( D \) respectively. Before the branches are merged, each output except \( F_1 \) is upsampled to size \( M \times N \) using bilinear upsampling operation. Then, the feature maps are concatenated and passed to 3 smoothing convolution layers before passing to the decoder as in [16] to reduce the aliasing effect of upsampling operation. The first 2 of those layers also reduce the number of feature maps to force the network to encode information before passing the output to the decoder. The resulting latent vector in the encoder has size \( M \times N \) and 16 feature maps.

Final part of the proposed network is the decoder. Symmetric encoder-decoder architecture is used in the network. The decoder first increases the feature maps in the first half, then reduces in the final half and produces the final output. Sigmoid function in the final layer is used to limit the output values of the network between 0 – 1.

Proposed network consists of 31 layers and 444,347 trainable parameters in total. Network architecture is shown in Figure 1. ADAM [22] optimizer with learning rate \( 10^{-4} \) is used. Mean squared error (MSE) is used as loss function during training.

**Figure 1.** Proposed network architecture

### 3.2. Training dataset

The dataset for color image denoising contains both simulated and natural images to achieve a robust network against various noise levels. Blender software version 2.80 beta \(^1\) is used to obtain simulated images with various noise levels by altering the sampling count during rendering. Sampling count in Blender defines how many different light paths will be traced during rendering process. The more sampling count means less noisy render will be obtained.

Furthermore, 432 images from Berkeley segmentation dataset (BSDS500) \([23]\) are used and images are corrupted by adding AWGN with noise levels \( \sigma \in [15, 25, 35, 50, 75] \). Images are corrupted with Poisson noise additionally and \( 256 \times 256 \) patches are cropped from them. For corrupting images, `random_noise` function of scikit-image library \([24]\) in Python is used. This process is done for both color and grayscale versions of images.

---

BSDS500 [23] dataset, the latter one is used in training network for denoising grayscale images. In the end, there are 5328 images of size $256 \times 256$ with 3 channels for training the color network and 2592 images of size $256 \times 256$ with a single channel for training the grayscale network.

Training dataset is further separated into 2 subsets to measure the effect of using simulated data in image denoising. Blender Training Set consists of 2736 images generated in Blender and BSDS Training Set consists of 2592 images obtained by corrupting 432 color images in BSDS500 [23] with mentioned noise levels above.

4. Experiments

This paper focuses on removing noise from both grayscale and color images. To demonstrate the effectiveness of the proposed method, Pytorch [25] is used to train and evaluate proposed models. All the experiments are carried out in Python 3.6.8 environment running on a PC with Intel(R) Core(TM) i7-7700K CPU 4.20 GHz and Nvidia GTX 1080 GPU. The training of a single model can be done in about 7.5 h for the grayscale model and 10 h for the color model. Training setups for different models are given in Table 1. Source code for this paper is made available.

<table>
<thead>
<tr>
<th>Method</th>
<th>Hardware</th>
<th>Training time</th>
</tr>
</thead>
<tbody>
<tr>
<td>DnCNN</td>
<td>Intel(R) Core(TM) i7-5820K CPU @ 3.3GHz 32 GB of RAM NVIDIA Titan X Pascal GPU</td>
<td>3 days</td>
</tr>
<tr>
<td>FFDNet</td>
<td>Intel(R) Core(TM) i7-5820K CPU @ 3.3GHz 32 GB of RAM NVIDIA Titan X Pascal GPU</td>
<td>2 days</td>
</tr>
<tr>
<td>AEFPNC</td>
<td>Intel(R) Core(TM) i7-7700K CPU @ 4.2GHz 32 GB of RAM NVIDIA GTX 1080 GPU</td>
<td>10 h</td>
</tr>
</tbody>
</table>

4.1. Test datasets

Three test sets are used for evaluating color image denoising performance. Blender test set, CBSDS68 and Kodak24. Blender test set consists of 52 different renders with 5, 10 and 20 sample counts. CBSDS68 consists of 68 images from validation set of BSDS500 [23] that are also used in evaluation of [4–6]. Images in CBSDS68 are corrupted by adding AWGN with noise levels $\sigma \in [15, 25, 35, 50, 75]$. Kodak24 contains 24 natural images and corrupted with the same settings as well.

For evaluating grayscale image denoising performance, 2 datasets are used, namely BSDS68 and Set12. BSDS68 contains grayscale version of images in CBS68 set. Images are first converted to grayscale then the same corruption process is applied to obtain noisy samples. Set12 consists of commonly used 12 images in the literature for evaluating different image processing methods with same corruption process applied as above.

4.2. Effect of downsampling images

To test the effect of downsampling, 2 separate networks are trained with and without downsampling operation. Changing image size during encoding or decoding significantly declines denoising performance and causes
artifacts in the resulting image. These artifacts are produced because network loses spatial location information during downsampling and it cannot be recovered for decoding. To avoid that, zero padding is used throughout the layers in encoder and decoder as many methods in literature follow the same approach (e.g., [4–6]).

4.3. Incorporating simulated data

To test the effect of using simulated data, network is trained with 2 different datasets. The first training was done using only BSDS Training set and second training was done by using Blender dataset only. Then, network is once again trained using both datasets. Including Blender dataset resulted in $\approx 1.5$ dB increase in average PSNR values in natural image datasets BSDS68 and Kodak 24. Including Blender dataset also significantly improves Blender render denoising performance since AWGN fails to model noise in Blender renders.

To better understand how simulated data in Blender boosts the performance, one can examine the noise generated in Blender. Noise generated in Blender rendering engine is dependent on the context and it can be seen in Figure 2 that the noise is concentrated around strong features of the image such as edges and corners. The noise is also dependent on the materials in the scene. Materials that affect the path of light traces such as glass have higher noise density compared to opaque materials. Moreover, the noise follows a similar pattern to AWGN in the rest of the image.

![Figure 2. Noise images of Blender renders.](image-url)
4.4. Including feature pyramid network-based component

The main reason behind including a feature pyramid network-based component (FPNC) is to benefit from strong features in different frequency bands. Feature pyramid networks have already proven to be useful in image classification [16]. To test how they perform in image denoising, different network architecture is used. The network is a deep convolutional autoencoder with the same encoder and decoder structures as the proposed model. This is what the network would be if outputs of FPNC branches are ignored and the latent vector that is obtained from input with size $d \times d$ is passed to decoder in the proposed network. Using FPNC in the proposed network increases average PSNR by $\approx 1$ dB and also helps preserving details which can be seen in Figure 3.

![Figure 3](image)

Figure 3. Denoised images with and without FPNC in autoencoder. Notice how FPNC helps preserving details in the image and produces smoother images.

4.5. Using wavelet transformation

Inspired by [26], the effect of wavelet transformation is also tested in this study. To achieve that, the early encoder component of our network is modified by including a discrete wavelet transformation (DWT) at the beginning with Haar wavelet and applying inverse wavelet transform (IWT) at the end. Then, the output is passed to FPNC. The resulting network increased the average PSNR by $\approx 0.15$ dB for natural images and $\approx 0.30$ dB for Blender images. However, training time is also increased by 35%. The usage of wavelet seemed promising, especially for Blender, but it is not included in the final network due to prolonged training time.

4.6. Effect of smoothing layers

In [16], authors use 3 convolutional layers after adding upsampled feature maps together to smooth out the aliasing effect of upsampling operation. Those layers are called smoothing layers in the proposed network. To test the effect of smoothing layers in the network, a separate network is trained without using them. It is seen that aliasing effect is observable if smoothing layers are removed. Figure 4 shows denoised images with noise level $\sigma = 25$ in Kodak 24 dataset by both networks.
Figure 4. Denoised images with and without *smoothing* layers. Notice how smoothing reduces aliasing effect in the images.

5. Results

This section presents results of the proposed network in blind AWGN removing in both grayscale and color images both quantitatively and qualitatively. The results are compared with three state of the art methods, BM3D [3], DnCNN [4] and FFDNet [5]. Same datasets are used for testing and images are corrupted with the same settings, hence reported results of those works are referred to while doing the comparison. Moreover,
qualitative results in Blender render denoising are given. More denoised image samples are available on a demo website\(^4\).

### 5.1. Grayscale image denoising

The proposed network can achieve competitive performance with state of the art methods and even surpasses BM3D \(^3\) in BSDS68 dataset. It can also achieve competitive denoising performance in Set12 dataset. It falls behind BM3D in this dataset and the possible main cause behind this is the repetitive structures of the images help BM3D to exploit nonlocal self-similarity. Table 2 shows the average PSNR values of different methods in BSDS68 and Set12 datasets. Figure 5 displays denoised versions of image 102061 in BSDS68 dataset with different methods.

**Table 2.** Average PSNR values of different methods in BSDS68 and Set12 datasets. Reported results in \(^5\) are used for BM3D, DnCNN and FFDNet values.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Methods</th>
<th>$\sigma = 15$</th>
<th>$\sigma = 25$</th>
<th>$\sigma = 35$</th>
<th>$\sigma = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSDS68</td>
<td>BM3D</td>
<td>31.07</td>
<td>28.57</td>
<td>27.08</td>
<td>25.62</td>
</tr>
<tr>
<td></td>
<td>DnCNN</td>
<td>31.72</td>
<td>29.23</td>
<td>27.69</td>
<td>26.23</td>
</tr>
<tr>
<td></td>
<td>FFDNet</td>
<td>31.63</td>
<td>29.19</td>
<td>27.73</td>
<td>26.29</td>
</tr>
<tr>
<td></td>
<td>AEFPNC</td>
<td>31.14</td>
<td>28.84</td>
<td>27.38</td>
<td>25.92</td>
</tr>
<tr>
<td>Set12</td>
<td>BM3D</td>
<td>32.37</td>
<td>29.97</td>
<td>28.40</td>
<td>26.72</td>
</tr>
<tr>
<td></td>
<td>DnCNN</td>
<td>32.86</td>
<td>30.43</td>
<td>28.82</td>
<td>27.18</td>
</tr>
<tr>
<td></td>
<td>FFDNet</td>
<td>32.75</td>
<td>30.43</td>
<td>28.92</td>
<td>27.32</td>
</tr>
<tr>
<td></td>
<td>AEFPNC</td>
<td>32.04</td>
<td>29.85</td>
<td>28.37</td>
<td>26.73</td>
</tr>
</tbody>
</table>

### 5.2. Color image denoising

The proposed method falls behind other methods in color image denoising with quite a little margin. It can still be observed that the proposed method produces smoother images as in grayscale denoising and it is also better at preserving details while denoising images. Average PSNR values obtained by different methods in CBSDS68 and Kodak 24 datasets are given in Table 3 and an example denoising result is shown in Figure 6.

**Table 3.** Average PSNR values of different methods in CBSDS68 and Kodak24 datasets. Reported results in \(^5\) are used for CBM3D, CDnCNN and FFDNet values.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Methods</th>
<th>$\sigma = 15$</th>
<th>$\sigma = 25$</th>
<th>$\sigma = 35$</th>
<th>$\sigma = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBSDS68</td>
<td>CBM3D</td>
<td>33.52</td>
<td>30.71</td>
<td>28.89</td>
<td>27.38</td>
</tr>
<tr>
<td></td>
<td>CDnCNN</td>
<td>33.89</td>
<td>31.23</td>
<td>29.58</td>
<td>27.92</td>
</tr>
<tr>
<td></td>
<td>FFDNet</td>
<td>33.87</td>
<td>31.21</td>
<td>29.58</td>
<td>27.96</td>
</tr>
<tr>
<td></td>
<td>AEFPNC</td>
<td>32.35</td>
<td>30.24</td>
<td>28.79</td>
<td>27.26</td>
</tr>
<tr>
<td>Kodak24</td>
<td>CBM3D</td>
<td>34.28</td>
<td>31.68</td>
<td>29.90</td>
<td>28.46</td>
</tr>
<tr>
<td></td>
<td>CDnCNN</td>
<td>34.48</td>
<td>32.03</td>
<td>30.46</td>
<td>28.85</td>
</tr>
<tr>
<td></td>
<td>FFDNet</td>
<td>34.63</td>
<td>32.13</td>
<td>30.57</td>
<td>28.98</td>
</tr>
<tr>
<td></td>
<td>AEFPNC</td>
<td>33.24</td>
<td>31.13</td>
<td>29.69</td>
<td>28.16</td>
</tr>
</tbody>
</table>

\(^4\)https://aefpncdemo.github.io/
Figure 5. Grayscale image denoising results of image 102061 in BSDS68 dataset with noise level $\sigma = 50$. BM3D and DnCNN results are taken from [5].

5.3. Blender render denoising

One possible use case of the proposed method is denoising Blender renders. Obtaining noise-free renders in Blender is a time-consuming process since it requires numerous calculations depending on the scene complexity. To reduce the required number of operations, a denoising method is applied after rendering the scene with
fewer samples in Blender. Performance of the proposed method is evaluated for render denoising. Pavillion, Classroom, Agent 327 Barbershop and Car demo demo files from Blender website are used. Figure 7 shows the results.

![Figure 7](image1.png)

Figure 6. Color image denoising results of image 101085 in BSDS68 dataset with noise level $\sigma = 35$. CBM3D and CDnCNN results are taken from [4].

Using the proposed method for taking renders can dramatically speed up the process. To demonstrate it, two renders of the Pavillion scene are taken with 50 and 1000 sample counts. Then 50 sampled renders are
denoised with the proposed method and resulting images are compared in Figure 8. Rendering the scene with 1000 sample counts takes 107.32 s while denoising approach takes 7.08 s in total.

6. Conclusions

In this paper, a convolutional autoencoder combined with a variant of feature pyramid network is proposed as an alternative approach to image denoising problem. Blender software is used to generate simulated noisy data to improve the robustness of the proposed network against noise types. Results show that the proposed network can achieve competitive results with state of the art methods in blind Gaussian image denoising for both color and grayscale images with significantly less training time. Moreover, it can achieve favorable denoising performance in removing corruption from Blender renders and it can significantly speed up rendering process in Blender. The proposed framework has the potential to achieve improved denoising performance with improvements, especially in color image denoising. As a future study, Wavelet transformation can be better utilized since it was proved to be useful in the experiments. Also, the proposed method can be extended to handle other image restoration tasks such as single image super-resolution (SISR) and JPEG image deblocking.
Figure 8. Blender render denoising results in Pavilion scene with two different approaches. Image on the left is rendered with 1000 samples and it takes 107.32 seconds to complete. Image on the right is first rendered with 50 samples and then denoised by the proposed network which takes 7.08 seconds to complete in total.
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