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Abstract: The analysis of heart sound signals constitutes a pivotal domain in healthcare, with the prediction of
imbalanced heart sounds offering critical diagnostic insights. However, the inherent diversity in cardiac sound patterns
presents a substantial challenge in predicting imbalanced signals. Many scientific disciplines have focused a great deal
of emphasis on the problem of class inequality. We introduce an ensemble learning approach employing a convolutional
neural network model-based deep learning algorithm to effectively tackle the challenges associated with predicting
imbalanced heart sound signals. We use a gammatone filter bank to extract relevant features from the heard sound signal.
Our approach leverages a pretrained convolutional neural network architecture, fine-tuning it with gammatonegram
images to improve the classification performance. To overcome the challenges posed by imbalanced datasets, we integrate
data augmentation into the image processing pipeline. The images are subsequently subjected to classification through
deep convolutional neural network employing a transfer learning technique. This involves the utilization of convolutional
neural network models such as AlexNet, SqueezeNet, GoogLeNet, and VGG19 to address concerns related to model
overfitting. Our experimental results are rigorously validated using the publicly accessible PhysioNet 2016 dataset.
The proposed ensemble methodology, incorporating AlexNet, SqueezeNet, and VGG19 models, demonstrated superior
performance, attaining an accuracy of 99.51%, a sensitivity rate of 99.34%, and a specificity rate of 99.67%. These
results emphasize the substantial clinical promise inherent in our methodology, particularly in the realm of identifying
imbalanced and noisy heart sound signals. This, in turn, serves to advance the diagnosis of cardiovascular diseases.

Key words: PhysioNet, phonocardiogram, gammatonegram, deep learning, convolutional neural network

1. Introduction
About 17.9 million deaths annually, or 31% of all deaths worldwide, are caused by cardiovascular diseases
(CVDs), which pose a serious threat to global public health 1. According to data from the Centers for Disease
Control (CDC), heart-related deaths occur in the US once every 36 seconds 2. This concerning figure highlights
how serious CVDs are as a public health issue. The impact of CVDs grows exponentially in low- and middle-
income countries due to the lack of doctors with the necessary training and the limited availability of diagnostic

∗Correspondence: ashini.sinam@gmail.com

This work is licensed under a Creative Commons Attribution 4.0 International License.

1Cardiovascular diseases (2021). Website https://www.who.int/news-room/fact-sheets/detail/cardiovascular-diseases-(cvds) [ac-
cessed 2023 Sep 24].

2CDC. Centers for Disease Control and Prevention. 2023. Heart Disease Facts | cdc.gov. Website
https://www.cdc.gov/heartdisease/facts.htm [accessed 2023 Sep 24].
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equipment 3. Additionally, it has been reported that the range of auscultation efficiency among medical trainees
and primary care physicians is between 20% and 40%, as cited in references [1–3]. Expert cardiologists, on the
other hand, get an accuracy rate of about 80% [2]. Cost-effective screening tool usage is on the rise, indicating
a recognition of the critical role early diagnosis plays in reducing the burden of CVDs. This involves the use of
computerized stethoscopes that have machine learning algorithms for murmur analysis [4].

A great deal of study has been done in the area of automated cardiac sound analysis for CVD detection.
The availability of publicly accessible datasets has significantly accelerated research progress in this field, as
noted in [5], with particular attention to the PhysioNet 2016 Challenge [6] and the databases referenced in [7].
The 3240 Phonocardiogram (PCG) recordings in this dataset were obtained using 7 distinct stethoscopes and
carefully annotated to distinguish between normal and pathological heart states.

1.1. Literature review
Various techniques have been examined to detect anomalies in heart sound (HS) by utilizing the aforementioned
dataset. Numerous front-end features have been integrated into these methods, such as features obtained from
temporal, frequency, and statistical data [8], mel-frequency cepstral coefficients (MFCC) [9, 10], and continuous
wavelet transform (CWT) [11]. Recent studies have shown that time-frequency-based features, including CWT
and short-time Fourier transform (STFT), are the most popular choice for feature extraction. Several classifiers
have been studied in the literature, including the k-nearest neighbor (k-NN) [12], support vector machine
(SVM) [13], random forest [14], multilayer perceptron (MLP) [15], and deep learning approaches using 1D and
2D convolutional neural networks (CNNs) [16, 17]. Though the study in [18] tackled the problem of domain
variability in HS prediction, it did not directly address the problems associated with noise and imbalanced
datasets.

In the literature, numerous researchers have employed CNN-based approaches utilizing time-frequency
features for efficient heart sound classification. Ge et al. [19] extracted time-frequency features from cardiac
cycles and employed a pretrained model for prediction, achieving a classification accuracy of 88.61%. Nia and
Hesar [20] conducted heart sound segmentation followed by time-frequency feature extraction. Additionally, they
utilized feature selection methods based on swarm optimization and sequential forward approach. Their machine
learning approach achieved an accuracy of 98.03%, a sensitivity of 97.64%, and a specificity of 98.43%. Chen
et al. [21] extracted time-frequency-based features using mel spectrum and log-mel spectrum from segmented
heart sound signals, subsequently predicting heart sounds using a CNN model. It is evident from the literature
that despite the implementation of a pretrained CNN model based on time-frequency features, the previous
method requires significant improvement in terms of classification performance without increasing complexity.

Ismail [22] used spectrogram images to predict PCG signals employing chirplet Z-transform and CNN
model. In a separate study, Jamil and Roy [23] used 1D and 2D HS features based on swarm optimization and
genetic algorithm. They compute the classification performance using vision transformer. Zang [24] predict the
HS based on 1D CNN model using an attentional mutiscale temporal network. They employed augmentation
technique and deep learning approach to improve the classification model. Riccio [25] used 2D PCG images
employing the partitioned iterated function system without preprocessing to classify the HS signal.

Conventionally, time-frequency-based approaches like STFT [26, 27] or techniques like MFCC [9, 10]
are used to extract HS features. We deviate from the standard approach in this work by using gammatone

3Cardiovascular diseases (2021). Website https://www.who.int/news-room/fact-sheets/detail/cardiovascular-diseases-(cvds) [ac-
cessed 2023 Sep 24].
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features, taking cues from the human cochlea, and presenting them as gammatonegram images. Although mel
frequency filters serve as the foundation for MFCC, our approach improves human auditory response modeling
by integrating gammatone cepstral coefficients (GTCC) via gammatone filter (GF) bank implementation. The
human ear is more sensitive to lower frequencies than to higher frequencies, so using fixed-length windows is
not feasible. Based on empirical evidence presented in [28], GTCC performs 2.5% better than MFCC under a
range of conditions.

1.2. Motivation and contribution
The PhysioNet 2016 dataset is characterized by imbalance and noise, presenting a challenge in accurately di-
agnosing heart conditions. The skewed distribution of data poses difficulties for most supervised classification
algorithms, leading to suboptimal performance. The obstacles encountered by researchers in analyzing imbal-
anced datasets are outlined as follows:

• Majority class bias: Imbalanced datasets may introduce bias towards the majority class in classifiers.

• Limited minority class data: The insufficient size of the minority class can hinder a classifier’s ability to
generalize effectively.

• Evaluation metric misguidance: Traditional metrics such as accuracy may offer misleading insights in the
context of imbalanced datasets.

• Bias selection: Sampling from unbalanced datasets introduces a skewed representation that could nega-
tively affect the model’s accuracy and gives rise to the possibility of selection bias.

• Overfitting risk: Overfitting occurs when a model performs well enough to categorize the training set but
performs poorly when applied to the test set. This risk is introduced by imbalanced datasets.

S1 and S2, two vital HS that provide vital diagnostic information, are included in the audio recorded
by a phonocardiogram. Alongside these vital signals, various noise sources and interference elements, such
as ambient noise, muscle artifacts, and sensor-related anomalies, are present. Incorporating these additional
variables may change the underlying cardiac signals, which makes it difficult to analyze the recorded PCG data
appropriately. Using an effective band-pass filter denoising technique to identify and remove unnecessary noise
elements from PCG recordings is the main challenge. Enhancing the accuracy and perceptual clarity of the HS
encoded in the PCG signal is the main goal of this denoising technique. Thus, the goal of this innovation is to
make it easier for qualified physicians to accurately diagnose and thoroughly analyze heart ailments.

The first HS usually has frequency components in the 25–150 Hz range, while the second HS usually has
frequency components in the 150–250 Hz range. The automatic classification of these HS is complicated by
the existence of both high-frequency and low-frequency disturbances. High-frequency external noises stem from
various sources, including background noise, while low-frequency noise primarily consists of heart sounds in the
0–15 Hz range. The main sources of external noises are concurrent device activities, computer systems, LED
lighting, AC duct interference, and electrical fans. The following is an outline of how auscultation sounds are
represented acoustically:

X(t) = X1(t) +X2(t) +ML(t) +MH(t) (1)

H(t) is symbolically represented by equation (1) as a combination of the first HS (X1(t)), the second
HS (X2(t)), the component linked to low-frequency noise (ML(t)), and the part related to high-frequency
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noise (MH(t)). These components are classified automatically using a two-step procedure. The raw HS is
first subjected to denoising, which removes unnecessary signals. The remaining signals are then classified into
pathological and normal HS categories. For a computerized PCG classification to work, the following crucial
steps must be taken: 1) preprocessing, 2) feature extraction, 3) augmentation, 4)ensemble model for PCG
classification.

This study presents a novel deep learning CNN model, enhanced by effective preprocessing techniques
utilizing gammatonegram images and ensemble-based transfer learning. These advancements aim to address
challenges encountered in prior machine and deep learning investigations. Subsequent sections provide a
comprehensive elucidation of each constituent depicted in the schematic diagram illustrated in Figure 1.

Figure 1. Schematic representation of the ensemble model proposed in this study

2. Materials and methods
2.1. Dataset
Numerous researchers have demonstrated the potential for assisting cardiologists and clinicians in accurately
diagnosing cardiac anomalies with minimal effort, leveraging the PhysioNet 2016 challenge PCG dataset. In this
study, we employed the PhysioNet 2016 PCG database [40] to assess cardiac anomaly conditions, highlighting
the significant role of computational methods in enhancing diagnostic accuracy and clinical decision-making
[6, 7]. The database contains 3240 HS in.wav files, which are divided into six separate databases labeled
’A’ through ’F’. The HS recordings have lengths varying from 5 to 120 s and are sampled at 2000 Hz. The
recordings are automatically categorized by the dataset into two primary groups: ”Normal” and ”Abnormal.”
The normal PCG recordings were sourced from individuals diagnosed with heart-related conditions, whereas the
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healthy recordings originated from participants exhibiting optimal health. Among the patient cohort, conditions
encompassed coronary artery disease and various cardiovascular ailments, including but not limited to heart
valve defects such as aortic valve stenosis, valvular stenosis, mitral valve prolapse, mitral valve regurgitation, and
aortic valve stenosis. A skilled listener manually annotated each recording, providing the dataset with accurate
and extensive annotations for each HS segment, guaranteeing the highest degree of accuracy and thoroughness.
Table 1 illustrated the PCG datasets distribution before preprocessing and after data augmentation.

Table 1. Distribution of PCG datasets before preprocessing and after data augmentation.

PhysioNet HS data HS after frame-based segmentation HS after data augmentation
Dataset
name

PCG Total Dataset
name

PCG Total Dataset
name

PCG Total
Abnormal Normal Abnormal Normal Abnormal Normal

A 292 117 409 A 1852 738 2590 A 1852 1852 3704
B 104 386 490 B 104 386 490 B 386 386 772
C 24 7 31 C 240 51 291 C 240 240 480
D 28 27 55 D 87 51 138 D 87 87 174
E 183 1958 2141 E 665 8129 8794 E 8129 8129 16,258
F 34 80 141 F 210 502 712 F 502 502 1004

Total 665 2575 3240 Total 3158 9857 13,015 Total 11,264 11264 22,528

2.2. Preprocessing
2.2.1. Frame-based segmentation
The PhysioNet dataset consist of imbalanced PCGs, with nearly four times as many instances of healthy heart
sounds compared to abnormal HS. As outlined in the reference [29], the intrinsic class imbalance presents a
substantial hurdle to classification performance, as models frequently manifest a predisposition towards the
majority class. Consequently, it is crucial to address the risk of classifying all instances into the majority class
while neglecting the minority class. To overcome the above problem, we employed a frame-based technique, as
depicted in the figure 2, where we partitioned the HS using a 1000-sample window (5-second window) with no
overlap.

2.2.2. Denoising
As indicated in the literature [29], we applied a 4th-order bandpass filter (Butterworth) in the 25–400 Hz
range to successfully reduce noise in cardiac sound data. The application of the Butterworth filter allows for
a substantial reduction in unwanted noise components within HS signals. Employing this filter enhances the
quality and reliability of the signal, consequently improving subsequent operations related to feature extraction
and classification. The selection of a bandpass range from 25 to 400 Hz ensures a precise emphasis on the critical
frequency spectrum linked to HS signals. This approach effectively preserves essential signal components while
minimizing noise interference.

2.3. Feature extraction/gammatonegram image generation
The transformation of HS signal into an image format is crucial for the established transfer learning method.
This was accomplished by converting HS signals into gammatonegram images using GF bank procedures. The
transformation of a PCG image from an HS signal is shown in Figure (3), which was achieved by using GF
bank methods.
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Figure 2. Partitioning HS recordings into frames for analytical processing.

Figure 3. Gammatonegram images along with augmented images generated using GF bank.

It is necessary to use time-frequency domain techniques to analyze the nonstationary characteristics of HS
signals. In comparison to traditional spectrograms, GF banks which are intended to mimic the aural properties
of the human ear produce gammatonegrams from the filter responses. The basilar membrane, which is located in
the cochlea of the human auditory system, is essential for translating incoming sound frequencies into matching
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vibrational responses and energy patterns. Gm(t) , the impulse response of GF, is determined by Equation (2).
By convolutioning a sinusoidal tone with a frequency centering at Fc with a gamma distribution, this response
is obtained [28]. These finely tuned filters provide an audio representation called a Gammatonegram, which is
similar to a spectrogram, by mimicking the vibrational responses present in the human ear.

Broader bandwidths (BW) at higher frequencies and narrower BW at lower frequencies represent the
characteristics of gammatonegram bandpass filters, which set them apart from the STFT. These filters’ impulse
response, represented by Gm(t) and shown in equation (2), provides additional insight into their architecture.
These finely tuned filters mimic the vibrational reactions that take place in the human ear, creating an audio
representation that is similar to a spectrogram, or gammatonegram. A characteristic that sets gammatonegram
bandpass filters apart from the STFT is their increasingly wider BW at higher frequencies and narrower
bandwidths at lower ones.

Gm(t) = Pt(b−1)e−2πdtcos(2πFct+ ϕ) t > 0 (2)

Additional parameters further define the filter’s properties: P stands for the amplitude factor, d for the
filter bandwidth, b for the filter order, and ϕ for the phase shift. It is noteworthy that the decay factor controls
the filter’s bandwidth and impulse response, and that the distribution of Fc follows the Equivalent Rectangular
Bandwidth scale, as shown in equation (3).

ERB(Fc) = 24.7 + 0.108Fc (3)

By superimposing the response of each time frame, Xd(t) , on the entire GF bank, Gm(t) , the gamma-
tonegram spectrogram is created. Equation (4) describes the implementation of this technique over overlapping
time frames.

Fm = Sd(t) ∗Gm(t) (4)

2.4. Augmentation
Adequately balancing the dataset used for training machine learning models can significantly improve their
performance and accuracy. Augmenting the data has the potential to further enhance the effectiveness of these
models [30]. Data augmentation comprises a collection of methods aimed at artificially expanding the dataset
by generating additional data points from existing ones, thereby addressing class imbalance. A straightforward
technique for generating synthetic data involves making minor alterations, such as flipping, transformations, or
rotations, particularly applicable in the case of image data [31].

The limited quantity of samples within the dataset presents issues with overfitting when deep neural net-
works are being trained. By using approaches similar to those used in audio augmentation, data augmentation—
a technique that expands the dataset—offers an achievable solution to the overfitting issue. The method of
augmentation makes it easier to create synthetic data from the current collection. Although there are many dif-
ferent ways to amplify audio signals, including stretching, noise injection, background distortion, time-shifting,
pitch alteration, and speed adjustment, this study only used two of these augmentation techniques, which are
described below:

i. Time-shifting: Time-shifting, when applied to audio files, is the displacement of an image in both the
horizontal and vertical directions by a randomly chosen distance between [-100, 100] pixels.

ii. Data stretching: In order to achieve the desired effect, this augmentation method mainly modifies the
temporal duration of the signal, allowing compression or the expansion while maintaining pitch. Data
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stretching has several uses in the field of HS analysis, such as simulating slower heartbeats and expanding
the amount of the dataset. The goal of producing data that closely resembles the original, slower heartbeat
PCG signals is what drives the stretching of PCG signals. By enriching the dataset with a variety of PCG
signal changes, this augmentation approach effectively grows the dataset and produces a deep learning
model that is more resilient and has better generalization. As part of the data stretching method in this
study, the original heart sound signals are stretched along the temporal axis by a factor of 0.5.

2.5. Transfer learning models
To address specific challenges in training models with domain-specific datasets, we employed an efficient transfer
learning method in this work. This approach utilizes CNN models pretrained on the ImageNet dataset. The
database has been used for pretraining a number of CNN-based models that are commonly used in the field of
transfer learning, such as AlexNet [32], GoogLeNet [33], SqueezeNet [34], and VGG19 [35]. Figure 4 represents
the transfer learning model based on deep learning algorithm.

Figure 4. PCG classification mechanism using transfer learning approach.

2.6. Ensemble model
In real-world applications characterized by nonuniform distributions of the target variable, imbalanced data is
a common occurrence. In such scenarios, the minority class often carries greater significance than the dominant
class, and inaccurate classification of the minority class can lead to substantial consequences. By reducing the
influence of the dominant class on the model and increasing the focus on the minority class, ensemble models
offer a useful approach to overcoming this difficulty. Figure 5 represents the block diagram of the proposed
ensemble model.
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Figure 5. The block diagram of the proposed ensemble model.

Ensemble models have gained widespread acceptance as a popular and effective technique to improve
the efficiency of the deep learning models, especially CNN-based models [32–35]. This paper analyzes the
application of ensemble models, which include SqueezeNet, AlexNet, and VGG19, for gammatonegram images-
based unbalanced HS classification and explains how they work. Our proposed model combines the results of
several CNN models to improve classification performance overall. The identical dataset is employed to train
each of these individual models, with varying initial weights applied. The ensemble model attains superior
accuracy compared to any single model when predictions from multiple models are amalgamated. The basic
concept underlying ensemble models is to maximize each individual model’s strengths while minimizing its
shortcomings. The principal objective is to reduce the variance and bias that are present in individual models,
which will lead to increased accuracy, generalization, and robustness in the end.

CNNs, such as VGG19, AlexNet, and SqueezeNet, are commonly used in image classification, each with
inherent constraints influencing their performance. SqueezeNet, prioritizing memory efficiency, suits embedded
systems but may struggle with complex datasets. Despite AlexNet’s proven success, its shallow architecture may
limit accurate representation, particularly with smaller datasets, raising the risk of overfitting. VGG19, with its
deep 19-layer structure, excels in capturing intricate data but demands more computational resources and time
for training. To overcome individual limitations, we adopted an ensemble approach, combining the strengths
of SqueezeNet, AlexNet, and VGG19. This integration yields a robust, accurate model for hyperspectral
classification, mitigating the drawbacks of individual models.

Through the successive training of weak models and the amalgamation of their estimations, boosting
methods improve the predictive power of an ensemble model. In this work, we used the boosting approach
described in Algorithm 1 to create an ensemble model. To find incorrectly classified samples, the boosting
approach first trains a weak model and then assesses its efficacy on the training set. The training data is then
updated to give these incorrectly categorized samples larger weights. The updated data is then used to train a
new weak model, which focuses on the samples that were previously incorrectly classified. Iteratively repeating
steps 2-4 proceeds until a predefined stopping threshold is reached.
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Algorithm 1 Boosting
Input: Data to be trained (a, b) , Weak Model (Mw ), Sample (D)
Result: Ensemble Model (E )
Start Procedure:

1: l = p models
2: for l ≥ 1 : p → The maximum number of weak models acts as the stopping criterion
3: X = Train(Mw)
4: Y = Compute(X)
5: Z = Identify(D,Y )
6: C = Update(a, b, Z)
7: Xx = TrainWeak(C)
8: end for
9: F = Concatenate(X1, X2, ..., Xn)

10: E = Predict(F )

4The ‘Train‘ function is responsible for training the weak model and undergoes evaluation on ’X’ using the
‘Compute‘ function to designate the weak model as ’Z’. Next, based on samples that were incorrectly identified,
the training data is updated, and the ’TrainWeak’ function is used to train the weak models.

3. Evaluation metrics
3.1. Model training
To tackle the issue of PCG classification, our approach employed transfer learning with pretrained models
(AlexNet, SqueezeNet, and VGG19). This approach expedited task adaption while simultaneously reducing the
total amount of time needed for learning and training. CNN models initially emerged for the analysis of images,
but by using transfer learning, they have shown to be flexible enough to be used in a variety of applications,
including HS classification.

To utilize our deep-learning model, we incorporated 2D gammatonegram images. We were able to
efficiently manage the intricacies involved in HS analysis and get the data ready for model training by using the
GF bank technique. The input images were scaled to fit the network’s input specifications before the training
process began.

3.2. Performance parameter
Accuracy, sensitivity, and specificity were computed in order to evaluate the effectiveness of the proposed
method; the relevant mathematical equations for each of these parameters are given in equations (5), (6), (7),
respectively.

Accuracy =
(T P + T N)

(T P + T N + F P + F N)
(5)

Sensitivity =
(T P )

(T P + F N)
(6)

Specificity =
(T N)

(T N + F P )
(7)

Here TP , TN , FP , and FN denotes true positive, true negative, false positive, and false negative, respectively.
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4. Results
This section reveals the experimental data that were acquired using our proposed methods, with careful
performance comparisons that highlight the results. The evaluation leverages the PhysioNet PCG datasets
to assess the effectiveness of the proposed ensemble model in classifying heart sound signals. To accommodate
testing and training, the dataset has been split into 70:30 ratios. The training dataset consists of 15,770 audio
recordings, equally divided into 7885 instances of normal HS and 7885 instances of abnormal HS.

Four popular CNNs—AlexNet, SqueezeNet, GoogleNet, and VGG19—are used as base models for transfer
learning in the proposed model. A new fully connected layer updates the preceding layer while keeping the
weights of the training models constant in order to identify HS as normal or abnormal. Training with two
distinct learning rates, 3e−4 and 3e−3 , is used to assess classification performance. The gammatonegram
images are divided into groups at random, with 30% of the data for test validation and 70% for learning the
models (SqueezeNet, AlexNet, GoogleNet, and VGG19). Conversely, the testing dataset comprised 6758 images,
with an equal distribution of 3379 normal and 3379 abnormal instances. To assess the efficacy and robustness of
the proposed model, a rigorous validation procedure employing 10-fold cross-validation methodology was used.
This approach ensures comprehensive evaluation across diverse subsets of the dataset, enhancing confidence in
the model’s performance and generalization capabilities. The model underwent training with a maximum of
10 epochs and the Adam optimizer with momentum, with the mini-batch size set to 10. A mini-batch of 1577
observations is utilized in each cycle.

Table 2. Performance comparison of different models before and after data augmentation with learning rates of 0.0001
and 0.001.

Model
Performance before data augmentation Performance after data augmentation

Learning rate = 0.0001
Accuracy % Sensitivity % Specificity % Accuracy % Sensitivity % Specificity %

AlexNet 96.59 95.04 97.38 98.15 98.28 98.01
SqueezeNet 95.97 93.66 97.01 98.44 98.66 98.22

VGG19 93.31 90.28 94.28 95.30 95.23 95.38
GoogleNet 94.41 92.39 95.06 96.68 96.62 96.15
ResNet50 94.33 95.2 94.04 96.92 96.19 97.15
DenseNet 90.47 90.49 90.46 95.31 92.50 96.21

Ensemble 1 97.38 95.35 98.10 99.51 99.34 99.67

Model
Performance before data augmentation Performance after data augmentation

Learning rate = 0.001
Accuracy % Sensitivity % Specificity % Accuracy % Sensitivity % Specificity %

AlexNet 95.15 93.24 95.77 97.94 98.01 97.81
SqueezeNet 96.05 94.29 96.58 97.54 97.57 96.80

VGG19 93.11 90.07 94.08 94.54 94.76 94.32
GoogleNet 94.13 91.97 94.82 95.17 95.56 94.79
ResNet50 91.80 94.19 91.03 94.08 95.56 94.08
DenseNet 88.31 90.92 87.48 93.04 91.34 94.62

Ensemble 2 97.38 95.35 98.03 99.12 99.29 98.96
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Table 3. Performance evaluation of base models and proposed ensemble model.

Model
architecture

Learning
rate

Test set
6758
PCG

Predicted Performance %
Abnormal Normal Acc Sen Spec

AlexNet

0.0001

Abnormal
Normal

3321
67

58
3312 98.15 98.28 98.01

SqueezeNet Abnormal
Normal

3334
60

45
3319 98.44 98.66 98.22

GoogleNet Abnormal
Normal

3285
130

114
3249 96.68 96.62 96.15

VGG19 Abnormal
Normal

3218
156

161
3223 95.30 95.23 95.38

AlexNet

0.001

Abnormal
Normal

3314
74

65
3305 97.94 98.01 97.81

SqueezeNet Abnormal
Normal

3321
108

82
3271 97.54 97.57 96.80

GoogleNet Abnormal
Normal

3229
176

150
3203 95.17 95.56 94.79

VGG19 Abnormal
Normal

3202
192

177
3187 94.54 94.76 94.32

Proposed
Model 1 0.0001 Abnormal

Normal
3366
11

13
3368 99.51 99.34 99.67

Proposed
Model 2 0.001 Abnromal

Normal
3355
35

24
3344 99.12 99.29 98.96

Acc: Accuracy, Sen: Sensitivity, Spec: Specificity

We conducted a comparative analysis of performance evaluation before and after data augmentation to
assess its efficacy with a learning rate of 0.0001 and 0.001, as demonstrated in Table 2. The learning rates that
yielded the highest classification performance levels were selected to evaluate the efficacy of the augmentation
technique. Specifically, the increases in accuracy percentages after augmentation were observed as follows:
1.56% and 2.79% for AlexNet with learning rates of 0.0001 and 0.001, respectively; 2.47% and 1.49% for
SqueezeNet with learning rates of 0.0001 and 0.001, respectively; 1.99% and 1.43% for VGG19 with learning
rates of 0.0001 and 0.001, respectively; and 2.27% and 1.04% for GoogleNet with learning rates of 0.0001 and
0.001, respectively; 4.84% and 4.73% for DenseNet with learning rates of 0.0001 and 0.001, respectively; lastly,
2.59% and 2.28% for ResNet50 with learning rates of 0.0001 and 0.001, respectively. In Table 2, we incorporated
additional traditional CNN models such as GoogleNet, ResNet50, and DenseNet. Despite the potential for these
models to surpass our base models (AlexNet, SqueezeNet, VGG19) in terms of classification performance, they
were excluded from our proposed ensemble model. This decision was based on their multilayered architecture,
which has the potential to elevate the computational complexity of the classification system.

A detailed summary of the experimental results for the proposed models is provided in Table 3. This
summary takes into account two distinct learning rates (0.001 and 0.0001) over 10 epochs. Each of the four
base models has been thoroughly evaluated with respect to performance metrics including accuracy, specificity,
and sensitivity. The network was trained using the momentum-based Adam optimizer with a 10-epoch mini-
batch size and a 10-epoch training termination condition. A benchmark database has been made available by
PhysioNet to help with PCG classification algorithm validation. Figures 6 and 7 show a comparative analysis
of the basis models using gammatonegram and spectrogram images at learning rates of 0.0001 and 0.001,
respectively.

An optimal outcome on the testing dataset was achieved by effectively employing a learning rate of 0.0001.
The SqueezeNet classifier emerged as the top-performing model, showcasing an exceptional validation accuracy of
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98.44% when applied to gammatonegram images. Furthermore, the model demonstrated a sensitivity of 98.66%
and specificity of 98.22%, affirming its robust and effective capabilities in the realm of image categorization
tasks.

We propose an ensemble approach, integrating predictions from AlexNet, SqueezeNet, and VGG19,
intentionally excluding GoogleNet to prevent increased computational complexity. Using learning rates of
0.003 and 0.0003 for Proposed Models 1 and 2, each base model undergoes independent training. Following
Algorithm 1, ultimate predictions are obtained by a weighted average of individual model predictions. Our
methodology involves model selection and fine-tuning to enhance overall classification.

The data depicted in Table 3 reveals a convergence in performance across all models. However, it is
worth noting that the SqueezeNet model exhibits inferior performance compared to the other base models
when utilizing a learning rate of 0.0001. Conversely, the AlexNet model demonstrates superior classification
performance when employing a learning rate of 0.001. Table 3 presents confusion matrices for each base
model and the ensemble-based transfer model. For instance, in proposed Model 2, predictions encompass 3366
abnormal data out of 3379 and 3368 out of 3379 normal data. Results indicate improved classification with the
ensemble model, addressing the influence of the predominant class and emphasizing the minority class. The
ensemble proposed model, utilizing a learning rate of 0.0001, attains exceptional classification performance with
a 99.51% accuracy, 99.34% sensitivity, and 99.67% specificity. Our findings underscore the efficacy of ensemble
models in handling imbalanced datasets, with implications for machine learning and data analytics.

5. Discussion
This study introduces a novel approach utilizing gammatone filters depicted in images for adept feature
extraction, aiming to efficiently classify heart sounds into two distinct categories. The primary goal is to enhance
the accuracy and effectiveness of methods applied in processing biomedical data. To address limitations like
a small dataset and class imbalance, two solutions are implemented: data augmentation pretraining and the
introduction of a dropout layer with a rate of 0.5 during training. The study innovatively employs a biologically
derived GF bank for generating gammatone images, mimicking the mechanics of the human ear’s cochlea to
improve HS categorization efficacy. Table 4 presents a comprehensive comparative analysis of our proposed
ensemble model, the ensemble model using spectrogram images, and conventional transfer learning methods.
Gammatonegrams and spectrograms are utilized in Figures 6 and 7, illustrating the training and validation
accuracy of base models with learning rates of 0.0001 and 0.001. Remarkably, the SqueezeNet model achieved
the highest classification accuracy among the considered models.

Our research validates the superior classification accuracy of our proposed ensemble model compared
to traditional approaches, specifically outperforming conventional transfer learning models. The integration of
AlexNet, SqueezeNet, and VGG19 as base models played a pivotal role, resulting in an impressive 99.51% classi-
fication accuracy. Future CNN research should consider adopting this ensemble approach to enhance accuracy
and address limitations of conventional transfer learning. Table 5 comprehensively compares our approach,
utilizing the PhysioNet database, with the existing literature. Unlike prior studies emphasizing accuracy alone,
our model prioritizes a balanced sensitivity and specificity, crucial for minimizing the costs of misclassification.
Our ensemble strategy aims to overcome unbalanced dataset challenges noted in previous studies, demonstrating
superior performance in predicting cardiac abnormalities. The model’s feature extraction capabilities can be
further enhanced by integrating diverse model designs, ensuring robustness against overfitting, noise, and data
variations. Our approach achieved outstanding results, boasting a 99.51% accuracy, alongside an impressive
99.34% sensitivity and 99.67% specificity.
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accuracy (gammatonegram)

accuracy (spectrogram)

Type your text

(a) Assessment of classification accuracy utilizing AlexNet.

training accuracy

accuracy (gammatonegram)

accuracy (spectrogram)

(b) Assessment of classification accuracy utilizing SqueezeNet

training accuracy
accuracy (gammatonegram)
accuracy (spectrogram)

(c) Assessment of classification accuracy utilizing GoogleNet

training accuracy

accuracy (gammatonegram)

accuracy (spectrogram)

(d) Assessment of Classification accuracy utilizing VGG19

Figure 6. Evaluating the classification accuracy of the base models using gammatonegram and spectrogram images,
employing a learning rate of 1e−4 .
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(a) Assessment of classification accuracy utilizing AlexNet

training accuracy
accuracy (gammatonegram)
accuracy (spectrogram)

(b) Assessment of classification accuracy utilizing SqueezeNet

training accuracy
accuracy (gammatonegram)
accuracy (spectrogram)

(c) Assessment of classification accuracy utilizing GoogleNet

training accuracy
accuracy (gammatonegram)
accuracy (spectrogram)

(d) Assessment of classification accuracy utilizing VGG19

Figure 7. Evaluating the classification accuracy of the base models using gammatonegram and spectrogram images,
employing a learning rate of 1e−3 .
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Table 4. Comparative performance evaluation of the proposed ensemble model with traditional models.

Model Feature Learning rate Acc % Sen % Spec %
AlexNet

Gammatonegram
images

0.0001

98.15 98.28 98.01
SqueezeNet 98.44 98.66 98.22
GoogleNet 96.68 96.62 96.15

VGG19 95.30 95.23 95.38
AlexNet

0.001

97.94 98.01 97.81
SqueezeNet 97.54 97.57 96.80
GoogleNet 95.17 95.56 94.79

VGG19 94.54 94.76 94.32
AlexNet

Spectrogram
images

0.0001

97.69 98.10 97.28
SqueezeNet 97.82 98.25 97.39
GoogleNet 95.64 95.77 95.53

VGG19 96.37 96.68 96.06
AlexNet

0.001

96.92 97.86 95.97
SqueezeNet 95.90 96.03 95.76
GoogleNet 94.83 94.93 94.73

VGG19 94.46 95.02 94.19

Ensemble 1 Spectrogram
images 0.0001 99.27 99.29 99.26

Ensemble 2 Spectrogram
images 0.001 98.84 98.87 98.81

Proposed 1 Gammatonegram
images 0.0001 99.51 99.34 99.67

Proposed 2 Gammatonegram
images 0.0001 99.12 99.29 98.96

Table 5. Comparative evaluation of our proposed approach with state-of-the-arts method employing PhysioNet 2016
database.

Ref Classification
model

Method/features
employed

Performance %
Accuracy Sensitivty Specificity

[9] 2018 CNN MFCC and Mel-
Spectrogram 81.50 84.50 78.50

[38] 2019 LSTM Spectrogram Images 94.66 96.15 93.18

[42] 2020 Neural
network Multidomain 97.89 97.73 98.05

[40] 2020 CNN Time-frequency 94.00 95.00 93.00
[10] 2021 Ensemble Multidomain 92.47 94.08 91.95

[39] 2021 Gradient
boosting Multidomain 95.23 92.00 98.45

[41] 2021 SVM Time-frequency 86.00 93.31 78.59
[8] 2022 ResNet Spectrogram images 85.08 - -
[12] 2022 KNN Wavelet scattering 97.82 95.04 98.72
[37] 2023 YAMNet Spectrogram images 92.23 - -
Proposed
Model 1 Ensemble Gammatonegram

Images
99.51 99.34 99.67

Proposed
Model 2 99.12 99.29 98.96
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6. Conclusion and limitations
Our work provides a strong example of how an ensemble method can be applied to effectively anticipate imbal-
anced HS signals from gammatonegram images. We have obtained a state-of-the-art performance benchmark
on the PhysioNet dataset by putting the proposed approach into practice, demonstrating its importance in
real-world clinical situations. The ensemble model that we present in this work provides an efficient way to deal
with imbalanced data in automatic learning tasks by employing pretrained SqueezeNet, AlexNet, and VGG19.
Selecting an effective ensemble model type, using data augmentation, and carefully allocating weights to vari-
ous classes are all essential for maximizing performance when dealing with unbalanced data. Future efforts to
further progress in this field of study can include extending our approach to other datasets and exploring CNN
frameworks.

There are certain limitations associated with the proposed approach. Firstly, the inclusion of additional
models may augment the complexity and computational overhead of the ensemble model, posing challenges,
especially when confronted with extensive data. Furthermore, the ensemble model’s efficacy depends on how
well each of its basic models performs on a standalone basis. Using a wide range of models could lead to
differences in performance, which could reduce the ensemble model’s reliability. Lastly, a deep network founded
on a deep learning algorithm demands extended training periods; however, once effectively trained, the model
exhibits efficient inference capabilities.
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