Joint control of a flying robot and a ground vehicle using leader-follower paradigm

Ayşen Süheyla BAĞBAŞI
Ali Emre TURGUT
Kutluk Bilge ARIKAN

Follow this and additional works at: https://journals.tubitak.gov.tr/elektrik

Part of the Computer Engineering Commons, Computer Sciences Commons, and the Electrical and Computer Engineering Commons

Recommended Citation
Available at: https://journals.tubitak.gov.tr/elektrik/vol32/iss3/9

This work is licensed under a Creative Commons Attribution 4.0 International License.
This Article is brought to you for free and open access by TÜBİTAK Academic Journals. It has been accepted for inclusion in Turkish Journal of Electrical Engineering and Computer Sciences by an authorized editor of TÜBİTAK Academic Journals. For more information, please contact pinar.dundar@tubitak.gov.tr.
Joint control of a flying robot and a ground vehicle using leader-follower paradigm

Ayşen Süheyla BAĞBAŞI1,∗, Ali Emre TURGUT2,*, Kutluk Bilge ARIKAN3
1Mechatronics Engineering Graduate Program, Graduate Institute, TED University, Ankara, Türkiye
2Department of Mechanical Engineering, Faculty of Engineering, Middle East Technical University, Ankara, Türkiye
3Department of Mechanical Engineering, Faculty of Engineering, TED University, Ankara, Türkiye

Received: 12.04.2023 • Accepted/Published Online: 13.03.2024 • Final Version: 20.05.2024

Abstract: In this study, a novel control framework for the collaboration of an aerial robot and a ground vehicle that is connected via a taut tether is proposed. The framework is based on a leader-follower paradigm. The leader follows a desired trajectory while the motion of the follower is controlled by an admittance controller using an extended state observer to estimate the tether force. Additionally, a velocity estimator is also incorporated to accurately assess the leader’s velocity. An essential feature of our system is its adaptability, enabling role switching between the robots when needed. Furthermore, the synchronization performance of the robots is evaluated through quantitative analysis using the RMS position error metric and circular variance metric that is used in the mirror game to measure synchronization in human interactions. Similar to human-human interactions, we have observed that robotic agents can effectively guide one another based solely on interaction cues and adapt as needed. Our findings demonstrate the remarkable ability of robots to closely follow each other using a velocity estimation approach, without the reliance on sensors. This work contributes to the field by advancing robotic collaboration capabilities under limited sensor conditions, capitalizing on the inherent sensing capabilities of the robots, and providing a versatile platform for the study of cooperative behaviors in artificial systems.
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1. Introduction

Unmanned aerial vehicles (UAVs) have proven to be valuable in various fields such as surveillance, agriculture, transportation, and inspection. These versatile robots have been equipped with advanced sensors and control systems, greatly enhancing their capabilities. However, UAVs face limitations in terms of flight time and payload capacity, which hinder their full potential. Most of the time, UAVs often follow predefined flight paths using conventional control algorithms such as PID for attitude and altitude control. Some studies explore the use of metaheuristic optimization algorithms to fine-tune these control algorithms for improved performance [1, 2]. Cameras also play a crucial role in enhancing the abilities of UAVs. Researchers have studied the use of three-axis gimbal mounted cameras on mobile platforms to enhance real-time target tracking performance, even in the presence of external disturbances [3]. Additionally, there is a growing interest in collaborative approaches between aerial and ground robots. Aerial robots, with their wide field of view, speed, and compact size, can collaborate with other robots to explore and map environments. Despite the presence of real and commercial solutions in these domains, numerous challenges persist, particularly in the realms of multirobot control and
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interaction with the environment. Addressing these challenges is not straightforward due to various factors. One primary concern in cooperative approaches is the need for quadcopters to navigate within a group to achieve a common goal while considering the presence of neighboring robots [4]. Additionally, the coordination problem becomes more complicated due to limited sensing capabilities of quadcopters, resulting in less information about the surroundings and neighboring robots. Further complications arise when interacting with the other robots, leading to unknown forces, disturbances, and torques that can potentially destabilize the system. An illustrative scenario that encapsulates these challenges is the cooperative transport of payloads suspended by tethers using multiple quadcopters. In such a scenario, robots must collaborate to transport the load while avoiding collisions and preventing undesired movements of the payload, such as swinging. In recent years, extensive research has been carried out for the transportation of payloads suspended by tethers [5–7]. In [8], the potential use of a flexible tether is explored. However, the limited payload capacity of the quadcopters restricts their ability to carry large or heavy objects. To address this issue, alternatives include increasing the size of a single quadcopter to accommodate powerful motors or creating hexacopters or octocopters with more propellers [9, 10].

Another approach involves employing multiple robots to collectively enhance the system’s overall load carrying capacity, enabling the manipulation of larger and heavier loads. In collaborative transportation, common solutions often rely on global approaches, where a designated leader calculates the control actions and then disseminates them to other robots [11]. Alternatively, a distributed control method calculates individual control actions based on the grasping points of the robots on the payload, with a shared common goal among the agents [12]. Approaches such as the one presented in [13] generate dynamically feasible routes for aerial vehicles moving through cluttered known environments to control the swarm. Other methods, exemplified by [14–16], adopt a leader-follower approach in multirobot problems, designating one robot as the leader whose motion defines the bulk movement of the group. The leader then guides the movements of each member within the formation group. However, a significant drawback of these strategies for both single and multirobot approaches is the need for complete knowledge of the entire system’s state. Such approaches are limited to indoor applications, where a tracking system can be installed to provide the location of all system objects. Outdoor applications are not feasible due to the absence of a tracking system. In [17], Lupashin et al. present an alternative that does not rely on an external motion capture system. Their research focuses on developing a tethered quadcopter to reduce costs and complexities associated with hover-capable flying vehicles, making the technology more accessible. They design a practical control method that utilizes an unscented Kalman filter (UKF) for estimating tether and vehicle attitude states using a simplified onboard inertial sensor. The vehicle commands a high open-loop thrust to maintain the tether taut, restricting vertical movement, while horizontal movement is controlled by shifting the fixed anchor point. The simplified mathematical model of the tether, ignoring mass and elasticity effects, allows for indirect monitoring of the interaction force on the tether. This study facilitates the tether’s further use as a tangible tool to interact with the surroundings, leading to the development of the commercial product.

The tethered solution is gaining increasing interest for physically connecting aerial vehicles to a fixed point or a moving platform. Various perspectives on tethered systems have been explored in the literature, with a focus on taut tether approaches in this study due to their scientific significance. One approach involves using a fixed base station tether, serving as a power line for the robot, particularly in industrial sectors requiring extended uptime [18]. Another approach employs a moving base station, as seen in a study [19], where an electrical cable tether supplies power to increase flight time and prevent undesired movement of the aerial vehicle. In [20–22], stabilization and observer design for tethered quadcopters have been investigated, but their assumptions limit
their effectiveness in realistic scenarios involving aggressive maneuvers or dynamic tether elongation. A taut tether offers benefits such as enhanced flight stability and reliability, especially during challenging maneuvers. Sandino et al. [23] proposed using a tether to improve UAV performance in hover under strong wind conditions. The tether’s dynamics impact translational vehicle dynamics, providing robustness to external perturbations, while the tension force introduces challenges in system control. Ground devices control the tether tension and the helicopter is controlled by the LQI method. Subsequent studies by the same authors validated the system through simulations involving wind and additional disturbances, focusing on autonomous landing on a moving platform [24], and landing without GPS in [25].

One solution gaining considerable attention is the tethering aerial vehicles to fixed or moving platforms, such as mobile robots, to enable the transfer of power and information and significantly extend the flight time and payload capabilities of UAV. Numerous studies have delved into tethered solutions, exemplified by the use of a tethered fixed station for power transfer to the UAV, thereby extending its flight time [26]. Typically, in these applications, the tether is maintained slack to streamline UAV control. However, a taut tether presents notable advantages, including improved flight stability, enhanced physical interaction with ground objects, and superior stabilization. Moreover, some studies have delved into tethered aerial vehicle scenarios employing nonlinear controllers and observers, with the tether length regulated by an actuated winch. However, these studies assumed a fixed two-dimensional plane for the quadcopter and tether, limiting their applicability to more realistic scenarios [27]. This methodology was subsequently expanded to address physical human-robot interaction (pHRI), introducing a model for a human connected to an aerial vehicle via a tether. The aerial vehicle, in this case, can guide the human by pulling them along a desired path through the tether. To enhance pHRI safety, an admittance-based controller strategy was employed to calculate the required interaction force for guiding the human [28].

The proposed system consists of a ground vehicle and a flying robot connected by a taut tether to create haptic interaction with an admittance-based controller. A leader-follower strategy is used for the joint control of two robots with a velocity estimation method to enhance the tracking capabilities of the follower. The contributions of our study are as follows: (1) The system is simple compared to target tracking quadcopter equipped with camera and gimbal systems or systems engaging in collaborative action through high-level communication channels. Through the tether between the robots, there is indirect communication between them. (2) The leader and follower roles of the robots change dynamically to increase the robustness of the system in an unpredictable environment.(3) We assess the performance of our approach using different metrics that are mostly employed for measuring social interaction among humans, extending their application to the realm of joint robot control.

2. Methodology

We considered a quadcopter tethered to a ground robot as shown in Figure 1a. First, modeling and control of the quadcopter (Figure 1b) and the ground robot (Figure 1c) are introduced. Next, the tether model between the two robots is presented. Lastly, the admittance controller, which creates the compliant motion between the leader and follower robots, is discussed.

2.1. Modeling and control of the quadcopter

Equations of motion of the six DOF quadcopter connected to the ground robot are derived using Newton’s equation of motion for the translational and rotational dynamics with the following assumptions: (1) Quadcopter
is considered as a rigid body, and its mass distribution is symmetrical, and its propellers are rigid. (2) The center of gravity and body-fixed reference frame coincide. (3) Earth’s gravitational field, the mass of the quadcopter and body inertia matrix, the thrust factor, and the torque motor factors are constant. (4) The effects of aerodynamic drag forces are neglected. The quadcopter is considered to have a mass of $m_1$, whereas the ground robot has a mass of $m_2$. One end of the tether is attached to the center of mass of the quadcopter while the other end is connected to the center of mass of the ground robot, see Figure 1a. The tether is assumed to be taut with a length of $l_0$. The tether is modeled as an elastic element with stiffness, $k_c$, and a weight of zero.

\[ \ddot{\Phi} = \dot{\Theta} \dot{\Psi} \frac{I_y - I_z}{I_x} + \frac{1}{I_x} U_2, \]

\[ \ddot{\Theta} = \dot{\Phi} \dot{\Psi} \frac{I_z - I_x}{I_y} + \frac{1}{I_y} U_3, \]

\[ \ddot{\Psi} = \dot{\Phi} \dot{\Theta} \frac{I_x - I_y}{I_z} + \frac{1}{I_z} U_4, \]

\[ \ddot{x} = (\cos \Phi \sin \Theta \cos \Psi + \sin \Phi \sin \Psi) \frac{1}{m_1} U_1 + \frac{1}{m_1} F_{Dx}, \]

\[ \ddot{y} = (\cos \Phi \sin \Theta \sin \Psi - \sin \Phi \sin \Psi) \frac{1}{m_1} U_1 + \frac{1}{m_1} F_{Dy}, \]

\[ \ddot{z} = (\cos \Phi \cos \Theta) \frac{1}{m_1} U_1 - g + \frac{1}{m_1} F_{Dz}, \]

where $\Phi$, $\Theta$, and $\Psi$ are Euler angles (roll, pitch, and yaw, respectively), $I_x$, $I_y$, $I_z$ are body inertia in $x$, $y$, $z$ directions, respectively. $U_1$ is the total thrust force generated by the propellers (1st control input), $U_2$ is the roll moment generated by the left and right propellers (2nd control input), $U_3$ is the pitch moment generated by front and rear propellers (3rd control input), $U_4$ is the yaw torque generated by propellers (4th control input), and $g$ is the gravitational acceleration of the Earth. $F_{Dx}$, $F_{Dy}$, and $F_{Dz}$ are the interaction forces due to the tether connection. The rotor configuration, force, and moments generated by propellers and the reference frames are shown in Figure 1b. $C$ is the origin of the body-fixed frame and $(xyz)_B$ is the body-fixed reference frame. The distance from the rotor axis to the body-fixed frame origin is $l$. Force generated by the $i$th rotor is $F_i$. $O$ is the center of the inertial frame and $(xyz)_I$ is the inertial reference frame. The state and input vectors are given as follows:

\[ \text{State vector } = x = [\Phi \dot{\Phi} \Theta \dot{\Theta} \Psi \dot{\Psi} x \dot{x} y \dot{y} z \dot{z}]^T, \]

\[ \text{Input vector } = u = [U_1 U_2 U_3 U_4 F_{Dx} F_{Dy} F_{Dz}]^T. \]

The linearization of the state-space model is performed about the origin by using the nominal input vector given as

\[ \text{Nominal state vector : } x_n = [0 0 0 0 0 0 0 0 0 0]^T, \]
Figure 1. (a) Quadcopter and ground robot collaboration–tethered quadcopter. (b) Rotor configuration, force, and moments generated by propellers and reference frames of the quadcopter. (c) The velocities, heading, and reference frames of the ground robot in 2D.

Nominal input vector: \( u_n = [mg \ 0 \ 0 \ 0 \ 0 \ 0]^T \). (10)

The nonlinear state equations are given as \( \dot{x} = f \).

The linearization is performed as follows:

\[
\frac{\partial \dot{x}}{\partial x} \frac{\partial f}{\partial x} + \frac{\partial \dot{x}}{\partial u} \frac{\partial f}{\partial u},
\]

\( A = \frac{\partial f}{\partial x_n} \) and \( B = \frac{\partial f}{\partial u_n} \),

\[
\dot{x} = Ax + Bu.
\] (11)

\( B \) matrix is composed of \( B_m \) and \( B_D \), which represent the input matrices for the manipulated input, \( u_m \), and interaction force input \( u_D \), respectively.

\[
B = [B_m \ B_D]^T
\] (15)

The manipulated input vector, \( u_m \), is composed of the thrust forces, \( U_1, U_2, U_3, U_4 \).

\[
u_m = [U_1 \ U_2 \ U_3 \ U_4]^T
\] (16)

The interaction forces are \( F_{Dx}, F_{Dy}, \) and \( F_{Dz} \), which are shown in the vector \( u_D \).

\[
u_D = [F_{Dx} \ F_{Dy} \ F_{Dz}]^T
\] (17)

The controllability of the systems is presented by the rank of the controllability matrices of the linearized systems using the \((A, B_m)\) pair. The controllability matrix is defined as follows:
The system is controllable, as shown by the rank of the controllability matrix. The system’s output comprises the flying robot’s position component on the $x$, $y$, and $z$ directions, denoted by $X$, $Y$, and $Z$, respectively. The control system of the quadcopter is based on the state-feedback tracking controller as the inner loop of the control system and an admittance controller as the outer loop when it is considered as the follower robot. The control architecture is illustrated in Figure 2. The details of the admittance controller are discussed in subsection 2.4.

![Control Architecture Diagram](image)

**Figure 2.** Control architecture when the quadcopter is the follower. The predefined trajectory of the ground robot is modified by the admittance controller according to the estimate of the force and velocity to feed the quadcopter.

The tracking control system is designed as a linear quadratic regulator (LQR). LQR is an optimum control strategy that minimizes a quadratic cost function, $J$.

$$J = \int_0^\infty x^T Q x + u^T R u \, dt,$$  

(19)

where $Q$ (size $n \times n$, $n$ is the number of the states) and $R$ (size $m \times m$, $m$ is the number of inputs) are positive definitive symmetric matrices. Furthermore, integral feedback can be applied to LQR to increase control performance by decreasing steady-state error.
\[ \mathbf{x} = \left[ \int_0^t e(\tau) d\tau \right] \]  \hspace{1cm} (20) \]

where \( e = [R_X - X \ R_Y - Y \ R_Z - Z]^T \).

\[ u_m = -[K \ K] \mathbf{x} \]  \hspace{1cm} (21) \]

The extended state-space model is given as

\[ \mathbf{\dot{x}} = \mathbf{A}\mathbf{x} + \mathbf{B}u_m + \mathbf{O}_{12\times3} \begin{bmatrix} R_X \\ R_Y \\ R_Z \end{bmatrix}, \]  \hspace{1cm} (22) \]

\[ \mathbf{Y} = [X \ Y \ Z]^T = C\mathbf{x}, \]  \hspace{1cm} (23) \]

where \( C = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \end{bmatrix}. \)

\( \mathbf{A} \) and \( \mathbf{B} \) are defined as

\[ \mathbf{A} = \begin{bmatrix} A & \mathbf{O}_{12\times3} \\ -C & \mathbf{O}_{3\times3} \end{bmatrix}, \]  \hspace{1cm} (24) \]

\[ \mathbf{B} = \begin{bmatrix} \mathbf{B} \\ \mathbf{O}_{3\times4} \end{bmatrix}. \]  \hspace{1cm} (25) \]

Interaction vector \( u_D \) is observed by using an extended state-space model that includes \( F_{Dx}, F_{Dy}, \) and \( F_{Dz} \) as extended state variables. It is assumed that the time rate of change of the interaction forces is zero, leading to zero as state equations. The extended state vector and state equations are given as

\[ \text{State vector} = x = [\Phi \ \dot{\Phi} \ \Theta \ \dot{\Theta} \ \Psi \ \dot{\Psi} \ x \ \dot{x} \ y \ \dot{y} \ z \ \dot{z} \ F_{Dx} \ F_{Dy} \ F_{Dz}]^T, \]  \hspace{1cm} (26) \]

\[ \mathbf{\dot{x}}_o = [f \ O_{3\times1}]^T. \]  \hspace{1cm} (27) \]

An observer is designed based on the linearized dynamical model of the observer. The linearization is performed as

\[ \partial \mathbf{\dot{x}}_o = \frac{\partial f_o}{\partial \mathbf{x}_o} \partial \mathbf{x}_o + \frac{\partial f}{\partial u_m} \partial u_m, \]  \hspace{1cm} (28) \]

\[ A_o = \frac{\partial f_o}{\partial \mathbf{x}_o} \text{ and } B_o = \frac{\partial f}{\partial u_m}, \]  \hspace{1cm} (29) \]

\[ \mathbf{\dot{x}}_o = A_o\mathbf{x}_o + B_o u_m. \]  \hspace{1cm} (30) \]

The nominal state vector and input vector are given as

\[ \text{Nominal state vector} : x_n = [0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0]^T, \]  \hspace{1cm} (31) \]
Nominal input vector: \( u_n = [mg \ 0 \ 0 \ 0]^T \).

The measurement vector, \( y_o \) is given as

\[ y_o = C_ox_o, \]

where \( C_o = [I_{12\times12} \ O_{12\times3}]^T \).

The observability analysis is performed using the \((A_o,B_m)\) pair. The observability matrix, \( \mathcal{O} \), is given as

\[ \mathcal{O} = [C_o \ldots C_oA_o^{14}]^T. \]

It is shown that the rank of the observability matrix is 15. Therefore, using the aforementioned model, an observer is designed to estimate the interaction forces \( \hat{u}_D = [\hat{F}_{Dx} \ \hat{F}_{Dy} \ \hat{F}_{Dz}]^T \). The observer dynamics are presented as

\[ \dot{x}_o = A_o\hat{x}_o + B_ou_m + L_o(y - C_ox_o). \]

The observer gain matrix, \( L_o \), is determined using the pole placement technique so that the observer dynamic is faster than the closed-loop system tracking control dynamic. It is assumed that these interaction forces have an influence on the quadcopter dynamics while the motion of the ground robot is not affected.

2.2. Modeling and control of the ground robot

The ground robot is modeled as a differential drive robot. Its velocity and orientation are controlled for maneuvering. \( C_v \) is the body-fixed frame origin of the ground robot shown in Figure 1c, and \((xy)_{B,v}\) is the body-fixed reference frame of the ground robot. \( O \) is the center of the inertial frame and \((xy)_{I}\) is the inertial reference frame. The distance between the center of the wheels is \( 2L \). The radius of the wheel is \( r \). The velocities of the right and left wheels are \( V_r \) and \( V_l \), respectively, and \( V \) is the linear velocity. The orientation of the ground robot is \( \Theta_v \). The dynamical equations of the ground robot are derived with the following assumptions: the wheels of the robot do not slip, and the surface is flat. The duration of the robot’s motion is within a short period; therefore, the right and left wheel velocities are constant during that duration and the robot is moving with a constant velocity. The equations of motion are as follows:

\[ \dot{x}_{c,B,v} = V\cos\Theta, \]

\[ \dot{y}_{c,B,v} = V\sin\Theta, \]

\[ \dot{\Theta} = \frac{V_r - V_l}{2L}, \]

where \( \dot{x}_{c,B,v} \) and \( \dot{y}_{c,B,v} \) are the rate of change of the position of the ground robot in \( x \) and \( y \) directions, respectively, and \( \dot{\Theta} \) is the angular velocity of the ground robot. The control system of the ground robot is based on a proportional controller in the inner control loop and if it is the follower robot, an admittance controller is in the outer control loop. The control architecture for the case where the ground robot is the follower robot is given in Figure 3. The details of the admittance controller are discussed in subsection 2.4.
2.3. Tether model

The model we use for the tether is a spring model that eliminates the assumption of inelastic collisions [29]. The spring only generates a force when the tether length is equal to or greater than its unstretched length. Otherwise, if the tether length is less than the unstretched length, the tether is slack, and the tension is zero. Hence, there is no interaction between the quadcopter and the ground robot. Assuming that the tether is taut, we get the following relation:

\[
F_t = \begin{cases} 
    k_c(l_{\text{cable}} - l_0) & \text{if } l_{\text{cable}} \geq l_0 \\
    0 & \text{otherwise}
\end{cases}
\]  

(39)

\(F_t\) is the overall tension on the tether. \(k_c\) is the stiffness coefficient of the tether. \(l_{\text{cable}}\) is the stretched tether length and \(l_0\) is the unstretched tether length. The forces in the \(x\), \(y\), and \(z\) directions are found by using trigonometric relations.

2.4. Admittance controller for the follower robot

An admittance controller is designed for the follower robot. The admittance controller modifies the reference input by using the virtual mass-spring-damper system that is driven by the estimated interaction forces \(\hat{F}_{Dx}\) and \(\hat{F}_{Dy}\). In other words, the admittance controller takes the force as an input and gives the displacement as an output to control the position of the follower robot. It is important to note that the leader robot follows the
trajectory given as a reference, while the admittance controller generates the trajectory of the follower robot in \(x\) and \(y\) directions.

\[
m_v \ddot{R}_X + b_v \dot{R}_X + k_v R_X = b_v X_D + k_v X_D + \tilde{F}_{Dx}
\]

\[
m_v \ddot{R}_Y + b_v \dot{R}_Y + k_v R_Y = b_v Y_D + k_v Y_D + \tilde{F}_{Dy}
\]

The tracking control system is depicted in Figure 2 for the case where the quadcopter is the follower. \(R\) includes reference position in \(z\)– direction while trajectory in \(x\)– and \(y\)– directions are created according to the observed forces. There is no direct trajectory information for the follower robot. \(R_{gr}\) is the vector of the reference input of the ground robot.

\[
R = [R_Z]^T
\]

\[
R_{gr} = [R_X \ R_Y \ R_\Theta]^T
\]

\(R_m\) is the modified reference input manipulated by the admittance controller.

\[
R_m = [R_{m, X} \ R_{m, Y}]^T
\]

The tracking control system for the case where the ground robot is the follower is depicted in Figure 3. \(R\) is the vector of the reference input of the quadcopter, and \(R_{gr}\) includes the heading of the ground robot taken directly from the quadcopter heading information while the trajectory in \(x\) and \(y\) directions are created according to the observed interaction forces.

\[
R = [R_X \ R_Y \ R_Z]^T
\]

\[
R_{gr} = [R_\Theta]^T
\]

\(R_{m, gr}\) is the modified reference input manipulated by the admittance controller.

\[
R_{m, gr} = [R_{m, X_{gr}} \ R_{m, Y_{gr}}]^T
\]

The admittance controller regulates the motion of the follower robot based on the observed interaction force as discussed before. The velocity input is set to zero to ensure that the follower robot maintains its position as long as there is no interaction force. This approach, however, results in a steady-state error between the leader and follower robots. As a result, we developed a velocity estimator without using additional sensor data. The estimation model is inspired by Takagi et al. [30]. They created an interactive learning paradigm by using a dual robot system connected physically. They showed that the haptic forces between the robots can be used to estimate the targets of each robot. Similarly, we created a model in which the follower robot can estimate the velocity of the leader through the interaction forces and use this information to improve its tracking ability.

\[
\dot{x} \approx F/k_c + x,
\]

where \(\dot{x}\) are the state of the follower robot, \(F\) is the interaction force between them, and \(k_c\) is the stiffness coefficient of the tether.
3. Experimental analysis

In this section, we present the implementation of our method in the MATLAB/Simulink environment. Later, we introduce the metrics used to evaluate the performance of our method.

3.1. Experimental setup

First, the six DOF equations of motion for the quadcopter with motor dynamics are implemented using MATLAB/Simulink. Next, an LQR controller is designed for the leader to track the reference trajectory. The selection of the weighting matrices, $Q$ and $R$, plays a crucial role in the LQR design, as poorly chosen values can lead to inaccurate tracking or even motion instabilities. However, deriving the matrices analytically is challenging due to their implicit dependencies between elements. Therefore, empirical values were chosen for $Q = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}$ and $R = \begin{bmatrix} 0.1 & 0.1 & 0.1 & 0.1 \end{bmatrix}$ identity matrix. Subsequently, the optimal gain matrix, $K$, is calculated using the LQR function in MATLAB. In addition, the dynamic model of the ground robot is implemented in MATLAB/Simulink, and its velocity and orientation are controlled by a proportional controller with a gain of 2. The physical parameters of the quadcopter and ground robot used in the simulation are listed in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>Mass of the quadcopter</td>
<td>1</td>
<td>kg</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration</td>
<td>9.81</td>
<td>m/s²</td>
</tr>
<tr>
<td>$l$</td>
<td>Distance between COG and rotor center</td>
<td>0.35</td>
<td>m</td>
</tr>
<tr>
<td>$b$</td>
<td>Tuck coefficient</td>
<td>0.001</td>
<td>-</td>
</tr>
<tr>
<td>$d$</td>
<td>Drag coefficient</td>
<td>0.001</td>
<td>-</td>
</tr>
<tr>
<td>$I_{xx}, I_{yy}, I_{zz}$</td>
<td>Body inertia in x, y, z directions</td>
<td>0.1402</td>
<td>kgm²</td>
</tr>
<tr>
<td>$L$</td>
<td>Distance between COG and wheel center</td>
<td>0.2</td>
<td>m</td>
</tr>
</tbody>
</table>

Furthermore, we need to implement the interaction forces due to the tether between the two robots. The tether is implemented as a linear spring in the simulations. The spring constant is calculated as $25 \ N/m$ using $A_c = \pi (d_c/2)^2$ and $k_c = E A_c/L_c$ with the parameters: $d_c = 10^{-3}$ m, $L_c = 6$ m, and $E = 194.10$ MPa. As discussed previously, in the simulations, we assume that the tether is taut so that there is always a tension force between the quadcopter and ground robots. The tension forces are observed with an observer and used in the admittance controller. The nominal values of the admittance controller parameters are taken as 0.0002 N/m for $k_v$, 0.1 kg for $m_v$, and 3 Ns/m for $c_v$.

3.2. Metrics

Different metrics are used in different experiments. In Monte Carlo simulations and validation experiments, as discussed in Section 4, RMS of position error and circular variance (CV) metrics are used. In transient response experiments, standard metrics such as settling time and maximum percent overshoot are used to assess the transient response characteristics. The RMS of position error is calculated as

$$ e_p = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (x_{1,k} - x_{2,k})^2}, \quad (49) $$
where \( n \) is the number of time steps in the simulation, and \( x_{1,k} \) and \( x_{2,k} \) show the positions of the leader and follower robots at the \( k_{th} \) time step, respectively. The CV metric is used to quantify the coordination level between agents. In particular, we used the index based on circular variance to measure the phase synchronization index [31–33] and calculated it as

\[
CV = \left\| \frac{1}{n} \sum_{j=1}^{n} \exp(i\Delta\phi_j) \right\|,
\]

(50)

where the circular variance of the angular distribution is obtained by transforming the phase difference into the unit circle in the complex plane. \( \Delta\phi_j \) is the relative phase between the leader and the follower robots at \( j_{th} \) time step, \( n \) represents the total number of time steps. The index of phase synchronization is bound to the range \([0, 1]\). Values close to 0 indicate no phase synchronization, whereas values close to 1 show a higher coordination level between the robots.

4. Results and discussion

This section is divided into four subsections that describe how to implement the suggested joint control approach, beginning with a basic test trajectory that uses nominal values for admittance controller parameters, followed by a comparative result from the existing literature. The method for fine-tuning these settings is then described. Before running the system through testing with a complicated trajectory, the transient responses are evaluated, as well. There are role exchanges in subsections 4.1, 4.3, and 4.5 and performance is compared with and without the use of velocity estimates in the control method. This section concludes with the complicated test performance.

4.1. Circular trajectory experiment

In this experiment, we test the trajectory-tracking performance of the follower and the leader robots. The nominal control parameters mentioned in subsection 3.1 are utilized. The robots are required to follow a circular trajectory for 100 s. In the first 50 s of the experiment, the quadcopter is the leader; in the last 50 s, the role of the robots changes. The trajectories of the quadcopter and the ground robot are depicted in Figure 4. In Figures 4a and 4c, the trajectories are plotted without velocity estimation, and Figures 4b and 4d is for with velocity estimation. Without velocity estimation, the follower cannot perfectly track the leader, and there is always a lag, as observed in the trajectory of the ground robot both in the \( x \)– and \( y \)– directions in the first half of the experiment. The same phenomenon is also observed in the last half of the experiment in the trajectory of the quadcopter as shown in Figure 4a. This is also evident in Figure 4c, where the trajectory of neither the leader nor the follower resembles a full circle. However, with velocity estimation, the follower tracks the leader with a minimal lag both in \( x \)– and \( y \)– directions as shown in Figure 4b, resulting in an almost perfect circular trajectory as shown in Figure 4d. This phenomenon is due to the change in the references of both robots during their role exchange at 50 s. In the first 50 s, since the quadcopter is the leader, it is given positional reference commands. It tracks the reference with minimal error during this period, as discussed previously. However, this is not the case for the ground robot. The position of the ground robot lags the quadcopter considerably since its reference is generated by the admittance controller that already lags the positional reference command of the quadcopter as in Figure 4a. At 50 s, since the quadcopter becomes the follower, its reference is created by the admittance controller based on the position of the ground robot, causing a jump in its position that is shown in Figure 4c.
Figure 4. Dynamic role exchange experiments with linear trajectories with circular trajectories. (a) Positions without velocity estimation, inset shows the zoomed version of the positions. (b) Positions with velocity estimation. The solid line shows the movement in the $x$-direction, and the dashed line shows the movement in the $y$-direction. $R_{x,quad}$, $R_{y,quad}$ and $R_{x,gr}$, $R_{y,gr}$ represent reference trajectories for quadcopter and ground robot, respectively. $x_{quad}$ and $y_{quad}$ represent the trajectory of the quadcopter in both directions. $x_{gr}$ and $y_{gr}$ represent the trajectory of ground in both directions. (c) The 3D trajectory without velocity estimation. (d) The 3D trajectory with velocity estimation. In (c) and (d), insets show the top view of the trajectory.
4.2. Comparative experiment

In this experiment, we compared our approach with a similar method in the literature [28] that involves a quadcopter as the leader, and a human as the follower, navigating obstacles. Unlike our method, their control strategy also employs an admittance controller for the leader to adjust the tension so that it does not exceed human limits. We implemented this method in our framework and used a similar experimental setup as shown in Figure 5a. The ground robot with velocity estimation tracks the leader almost without any error and without velocity estimation, it lags the leader. The ground robot with the method in [28] performs better than the latter method but does not achieve the performance of the former method. We compare our model with the one proposed in the literature using the metrics; root mean square (RMS) of position error and coefficient of variation (CV), as presented in Table 2.

Table 2. The metric results comparison of our proposed model and method in [28].

<table>
<thead>
<tr>
<th>Metric</th>
<th>w. vel. est.</th>
<th>w/o vel. est.</th>
<th>met. in [28]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS</td>
<td>0.43</td>
<td>1.03</td>
<td>0.96</td>
</tr>
<tr>
<td>CV</td>
<td>0.98</td>
<td>0.68</td>
<td>0.71</td>
</tr>
</tbody>
</table>

The time evolution of its position is depicted in Figure 5b. Since the main motivation in [28] is to provide enough safety distance between the human and quadcopter, in a test with a ground robot, it introduces a lag deteriorating the tracking performance of the slave considerably.

**Figure 5.** Comparative experiment. (a) Trajectories of the quadcopter (red), ground robot with velocity estimation (yellow), without velocity estimation (purple), and with the controller in [28] (green). (b) The evolution of the position of the ground robot with the latter method and the quadcopter. The nominal control parameters mentioned in subsection 3.1 are utilized.

4.3. Monte Carlo simulations

To fine-tune the admittance controller parameters in our proposed system, we utilize Monte Carlo simulations. In these experiments, the leader and follower change roles dynamically in an arena with four obstacles placed on the ground, as shown in Figure 6a. The course is 75 m long, and each obstacle is 15 m apart. During the experiment, the quadcopter is flying 6 m above the ground robot. $k_v$ is set to 0.002 N/m to guarantee full
In order to find the optimal set of parameters, $m_v$ and $c_v$ are set in range $[5, 25]$ kg and $[5, 25]$ Ns/m, respectively. Each value is incremented by one and simulations are repeated three times for each setting. The quadcopter starts the experiment as the leader and stays as the leader till the ground robot detects an obstacle. During obstacle avoidance, the ground robot stays as the leader, and then the roles exchange till the next obstacle. In this way, the roles exchange nine times in a single run. Results, shown in Figures 6b and 6c, indicate that selecting parameters in certain regions (dark blue) improves accuracy (RMS metric) and synchronization (bright yellow) (CV metric). Overall, these results show that there is a feasible region to select for $m_v$ and $c_v$ for better performance.

4.4. Transient response experiments

Based on the results of the Monte Carlo simulations, we have identified a feasible range for the admittance controller parameters. We utilized these selected parameters to analyze their impact on the transient response of the system, using both the rise time and maximum overshoot. In the experiments, the ground robot moves as the leader robot with a constant velocity of $0.1$ m/s. We terminated the experiment once the ground robot had moved a distance of $15$ m. During the experiment, the quadcopter was flying $6$ m above the ground robot. We repeated each controller parameter experiment three times, and the mean values are depicted in Figure 7a. We have chosen $5$ kg and $15$ Ns/m for $m_v$ and $c_v$, respectively, to achieve the shortest rise time ($1.65$ s) and an acceptable percentage overshoot (10.51%).

4.5. Validation experiments

In this experiment, we apply our method in a complex scenario, initially with the quadcopter as the leader following a square path, then switching to the ground robot as the leader following a circular path. The robot maneuvers in the $x$– direction, avoiding an obstacle, and later turns $90^\circ$ to move in the $y$– direction, avoiding another obstacle. Results are shown in Figures 7b and 7c. With velocity estimation, the follower tracks the leader with minimal error, evident in reduced RMS and CV metrics (0.388 and 0.956). However, without velocity estimation, significant lag occurs, reflected in higher metrics (1.069 and 0.840). Incorporating predicted velocity in the control system improves synchronization leading to smoother movement and resembling harmonious dynamics observed in biological systems such as human-human haptic interaction [35].
Figure 7. (a) Transient response analysis where the ground robot moves with a constant velocity as master, (b) the validation experiment. The blue line shows the quadcopter movement and the red line stands for ground robot movement, without velocity estimation, (c) with velocity estimation.

5. Conclusion

This study introduces a leader-follower control framework for a quadcopter and ground robot. It utilizes an admittance-based controller with an extended state observer for tether force estimation and a velocity estimator to improve the follower robot’s tracking performance. To optimize the proposed control system, a thorough exploration of virtual controller parameters is conducted through Monte Carlo analysis, with a focus on metrics such as the RMS of position error and CV. Transient analysis refines the virtual admittance controller parameters. Finally, we validated the robustness of our approach through various simulation-based experiments in the MATLAB/Simulink environment. Future work involves applying and validating the method with real robots in realistic scenarios.
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