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Abstract: In recent years, vision systems have become essential in the development of advanced driver assistance
systems or autonomous vehicles. Although deep learning methods have been the center of focus in recent years to
develop fast and reliable obstacle detection solutions, they face difficulties in complex and unknown environments where
objects of varying types and shapes are present. In this study, a novel non-Al approach is presented for finding the
ground-line and detecting the obstacles in roads using v-disparity data. The main motivation behind the study is that
the ground-line estimation errors cause greater deviations at the output. Hence, a novel ground plane is defined as a
region in the v-disparity map by using random variables to minimize these errors. In this new approach, weighted least
squares regression, outlier detection, and camera height approximation were utilized for determining the ground region
with higher accuracy. KITTY-2 dataset was chosen to conduct validation and evaluation experiments of the proposed
approach. The experiment results were presented in GitHub, and the performance comparison shows that the proposed
approach provides at least 20% improvement over Hough transform, which is a widely used non-AI algorithm. The
results were also compared with a recently published article data and the best outcome was obtained among them for

the recall metric.
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1. Introduction

In recent years, image processing studies have attracted more attention for driver perception applications, which
are fundamental to advanced driver assistance systems. In addition to obstacle detection or autonomous vehicle
control systems, stereo image processing has also been used in various fields, and many scientific researches have
been conducted to solve problems in image recognition, video game and movie industry, etc. It is anticipated

that the need for autonomous vehicles in the fields of service and asset distribution will increase in the near
future. In this study, a ground-line prediction method based on stereo vision and v-disparity, especially for

autonomous vehicles, is presented. The ground-line describes a clean path on the ground that is free from
obstacles and has more general meaning, whereas the road-line is mostly used for discovering the road (or
trajectory) on the image for traffic problems [1]. While this work is more focused on ground-line detection, the
solutions found can also be used for road-line detection using region of interest features.

Ground-line estimation and obstacle detection rely on real-time 3D sensor systems. Radar, LiDAR, or
stereo vision systems are widely used sensor systems for detecting objects in the scene. Radars, in particular,
offer robust solutions in varying environmental conditions like rain, dust, or sunlight. Operating at very high

frequencies (76-81 GHz), they face challenges in obtaining sufficient output power and maintaining linearity.
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[2]. Another alternative is light detection and ranging (LIDAR), which has been used to detect and classify
both static and dynamic obstacles using voxel-based representation [3]. While LIDAR systems can measure
the distances more precisely, commercially available LIDAR systems tend to be rather expensive and require
computationally intensive hardware modules [4]. Stereo-vision systems, on the other hand, offer economical and
long lasting solutions. However, challenges such as varying lighting conditions and the need for rapid conversion
from 2D images to 3D data space persist. Nonetheless, the output of such systemshelps us solve two major
driving system’s assistance problems: 1) Obstacle detection, and 2) Road-line estimation.

Several studies have explored identifying obstacles or ground-lines using image features, such as corner de-
tection on stereo images [5].For instance, a real-time obstacle detection approach utilized stereo correspondence
with matching scores, with the disparity space utilized to identify optimal object boundaries [6]. In another
study, ego-motion was employed to identify optimized obstacle boundary points [7], while inertia measurements
were combined with image segmentation from stereo cameras on boats to detect obstacles at sea [8].

In general, the calculation of disparity is a primary step for ground-line estimation or obstacle detection,
which affects overall system performance. Therefore, new solutions in disparity calculations that improve
computational complexity or outcome accuracy are important contributions in the field [9]. In another study,
Yuan and his team developed a non-Al method that utilizes both U and V disparity maps to detect dynamically
appearing objects in autonomous driving scenarios [10]. By focusing only on moving objects in the area
(narrowing the processed area), they shortened the processing time while increasing obstacle detection accuracy.
In this study, the proposed approach was evaluated using the KITTI Vision Benchmark Suite. Aside from v-
disparity and u-disparity, -disparity has been employed for multiple representations in the literature [11, 12].
Moreover, non-flat ground geometry estimations are calculated using cubic B-spline curves, as road profiles do

not always change linearly. Such non-linear road profile estimations are modeled using cubic B-spline curve [13].
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Figure 1. The block diagram of the proposed method.
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The Hough transform is a widely used non-Al-based approach for detecting obstacles and estimating
ground-lines in stereo images [11, 13-16]. However, it can yield erroneous results under certain conditions,
such as when the standard road structure is absent, such as in the presence of potholes, roads passing through
forests, or bridges on the road. Therefore, this research aims to develop an improved non-Al algorithm that is

less susceptible to road defects or environmental factors without increasing computational requirements.

Recently, deep learning methods have shown promising results in obstacle (object) detection or ground-
line prediction. However, they have some limitations: 1) Excessive computing requirements lead to latency
issues. Even light-weight deep learning model for stereo video processing can cause unacceptable delays in real
-time applications when sufficient hardware, such as a GPU, does not exist [17, 18], 2) State-of the art deep
learning models may lack robustness [19, 20]. When input sets or parameters change in Al-based algorithms,
it often requires careful consideration and potentially significant adjustments. Reevaluation, retraining, and
fine-tuning may be necessary to ensure that the algorithm continues to perform effectively in the new context.
To address these shortcomings, a voxel-based approach is proposed to confine the computation within a region
of interest (ROI) and align the resolution of the disparity estimation with the occupancy grid [21]. In a recent
review study in the field of image processing-based obstacle detection in railways, it was noted that AI methods
may be inadequate or yield problematic results, and in some cases, cannot be used at all. An example provided
in the article illustrates that if the training data for detecting a tree fallen on the road is based on synthetic data
and does not adequately resemble real-world scenarios, the success rate of detection significantly decreases [23].
Similar findings were also reported in another review study, highlighting that despite significant advancements,
deep learning techniques encounter challenges in complex and unfamiliar environments with objects of various

types and shapes present. [24].

In this study, a novel v-disparity graph-based method that does not rely on AI has been proposed. The
new algorithm utilizes weighted least squares (WLS) regression and outlier filtering. The block diagram of
the proposed method is depicted in Figure 1. Experiments conducted during the study revealed that the new
approach increased the success rate by 20% compared to the Hough transform algorithm. Moreover, both
qualitative and quantitative outcomes demonstrated that the new approach is more robust and less prone to

errors caused by obstacle distribution or erroneous data in the input image.

The remaining parts of the paper are outlined as follows: In Section 2, a summary of the related
literature and the environmental setup for the study is presented. In Section 3, the algorithm, data structures,
and computation flow are presented in details. Section 4 presents experimental results with image database,

comparison metrics, comments and discussions about the results are presented. Section 5 concludes the paper.

2. Related work

Calculating the v-disparity map is the first step for ground-line estimation in non-AI methods, then the obstacles
on or around the roadway can be located. Disparity map is fundamentally created using pixel differences between
projected points in the left and right images, as shown in Figure 2a. The ground-line can be extracted from
v-disparity graph; however, this graph includes more points representing either errors, outliers, or more distant
objects. Figure 2b displays an v-disparity graph derived from a sample of stereo road images in the KITTI
dataset.
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Figure 2. a) A target scene at point P and its associated left and right images. b) Example v-disparity map. The x-axis
represents the disparity values or the depth differences between corresponding points in the left and right images. The
y-axis represents the vertical position of points in the scene.

2.1. Disparity map, u-disparity and v-disparity

Creating 3D information from 2D images necessitates a stereo camera setup equipped for this purpose. The
generation of a disparity map or depth map involves computing pixel disparities between two images captured
by left and right cameras. Various methods can be employed to calculate pixel differences. In this study, the
semiglobal block matching algorithm is utilized to produce the disparity map for distance data [22]. In the real
world, a single point is projected onto a 2D stereo environment where pixel offsets occur relative to its distance
from the cameras. Equation 1 illustrates the fundamental calculation structure for determining the disparity

value based on the pixel location in the left and right images.
d=|P - P 1)

Since the left and right camera images are in the same plane, the disparity d corresponds to the difference
between their horizontal coordinates (z; — ) in calibrated camera systems. To determine the disparity values

in block matching algorithm, the associated pixels in the scene must be identified. The block matching algorithm

finds pixel similarities using block search. Equation 2 defines D as a matrix of pixel differences between stereo
images denoted as I(x,y). The algorithm produces block vector lists, which encapsulate differences between
associated pixels. A search in these lists aims to identify the minimums for each pixel using Equation 3. The
resulting output of the algorithm is an image known as the disparity map. Subsequently, to detect gradual
changes in the disparity map and locate obstacles, their derivatives are computed in the next step. The ground
plane also shows gradual changes in the disparity map from horizon to camera location, which can be used to

extract the ground plane.
N

D= Y |P(i,j) = Pi—d,j) (2)

(1,9)€l(z,y)

J= - D 3
we™n (D) ©)
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In stereo vision, u-disparity and v-disparity maps are used to extract depth information from a stereo
image pair. These maps provide an alternative representation of the depth map that can be useful in certain
applications. The U-disparity map represents the discrepancy values along the horizontal axis of the image,
while the v-disparity map does so along the vertical axis. Each pixel in the v-disparity map corresponds to
a specific vertical position in the stereo image pair and contains the corresponding disparity value [25, 26].
Analyzing the v-disparity map helps in understanding the depth distribution along the vertical direction. V-
disparity values are calculated using Equation 4. The primary distinction between u-disparity and v-disparity
lies in the direction they represent. Both maps offer valuable insights into depth distribution in stereo images
and can be utilized in various computer vision applications, such as obstacle detection, scene understanding,

and 3D reconstruction.

[vosin(0) + acos(0)] + [[vocos(8) — asin(0)]

v (Y + h)sin(0) + Zcos(8) )

Figure 2b illustrates an example v-disparity map. The x-axis illustrates the disparity values or the
depth differences between corresponding points in the left and right images. Each disparity level on the x-axis
corresponds to a specific range of disparities, with smaller values on the left and larger values on the right.
On the other hand, the y-axis represents the vertical position of points in the scene, where the top of the
v-disparity map corresponds to the top of the image, and the bottom corresponds to the bottom of the image.
Each row on the y-axis corresponds to a specific vertical position in the scene. The y-axis helps us understand
how the depth or disparity information varies with height in the scene. Consequently, it reveals the heights
of objects and their relative positions in the environment. The inverse diagonal line in this figure represents
the ground-line. This study focuses on developing a systematic approach for estimating this ground-line with
higher precision. Disparity values below the diagonal line, depicted in gray, indicate disparity errors, while those
above the diagonal suggest a higher likelihood of obstacles existing around the ground-line. Although the slope
of the road exhibits similar behavior, obstacles are generally observed near perpendicular angle relative to the
horizontal axis of the v-disparity.

Figures 3a—3c show how obstacles are located using the estimated ground-line. In Figure 3a, the ground-
line is observed as a straight line at a certain angle. Obstacles tend to be represented perpendicularly in the same
graph. After the ground-line estimation, the v-disparity graph is divided into two segments by the ground-line
diagonal: objects above the line are classified as obstacles, while the rest is regarded as part of the ground-line.

This transformation is depicted in Figures 3b and 3c.

2.2. Hough transform

Hough transform method is commonly employed in numerous non-Al based studies for ground-line estimation
[11, 13, 15, 16]. This technique can be defined as a representation of all line segments in the v-disparity graph
using Equation 5, where r denotes the length of a normal from the origin to this line, and 6 represents the

orientation of r with respect to the x-axis.

r = xsin(f) + ycos(6) (5)

cos() r

y= _xsm(ﬁ) + sin(0) (6)

So, all lines in the v-disparity graph become known after using Equations 5 and 6 where 6 € [0,180] and r € R
[27].
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Figure 3. a) V-disparity map, b) depth map with gray color levels, ¢) ground-plane (black) and obstacles (dark gray).
An obstacle in the image is located by making calculations on the depth map image.

In our test results, it is seen that using Hough transform could yield lower success rate or erroneous
results under different conditions where standard structure of the road is not present. The situations where

Hough transform fails according to the studies and our experimental results are described as follows:

e The Hough transform might struggle to accurately identify the ground-line in the v-disparity graph,
especially when distant obstacles affect the distribution. During the experiments, it has been observed
that Hough transform may fail on unstructured roads because it is harder to find a suitable threshold on
unstructured roads [26]. While bounding the interval search of plane parameters in the Hough space to
specific intervals is one approach, it does not resolve the issue in all cases since a poor distribution can
lead to an erroneous estimate close to the correct one.

e In the images where some pixels corresponding to the trees on the horizon line accumulate to form a
vertical alignment in the v-disparity image. The frequency and accumulation of vertical similarities could

result in erroneous outcomes, particularly in the near and far end regions of the estimated line.

¢ The Hough transform has the tendency to interpret the natural ground-line as multiple smaller line
segments based on selected regions in the stereo image. This segmentation into multiple line segments

poses a challenge for selecting the best possible fit, often leading to a higher error rate in predictions.

Ground-line estimations using Hough transform represent a logical and generally a sufficient solution for
well-structured roads. Therefore, our study becomes an important alternative in non-Al approaches, particularly
when the Hough transform performs poorly in environmental conditions such as vehicles turning or advancing

in urban areas or forested regions, where the distribution of obstacles at near or far ends exceeds the expected
amount.
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3. Methodology

In stereo vision systems, the initial step typically involves computing the disparity map from the stereo image,
followed by obtaining either the u-disparity or v-disparity graph, depending on which is needed for ground-line
estimation. The block diagram in Figure 1 illustrates the proposed method for ground-line prediction and
obstacle detection in stereo vision systems.

The ground-line generally lies in a region that is visible as an inverse diagonal shape in the v-disparity
graph. One concrete method to obtain the ground-line involves just taking the y-axis value of the minimum
visible pixels in v-disparity graph. However, the graph usually contains erroneous data and outliers, as observed
in the lower left corner in Figure 2b. In the v-disparity graph, the x-axis values are normalized integers ranging
from 0 to 255, while the y-axis values represent the image height. The light-gray stains indicate that the
frequencies at certain rows are capped at 255, the maximum value. Since disparity errors generally fall into the
numerical zero value category, the first column of the v-disparity graph is omitted in equations to reduce their
inclusion.

In this study, the depths to objects on the v-disparity graph are represented as random variables.
Subsequently, the ground-plane is defined as an area formed by these random variables. Both treating the
disparity as a random variable and defining the ground as an area are novel approaches in the literature. The

weighted outlier and weighted least squares regression methods are then employed to determine this area.

3.1. Ground-line as a region and random variable

In disparity maps, the minimum value in a row ideally indicates the ground disparity in the absence of obstacles
or errors. Leveraging this assumption, we can infer that observations of ground disparity in the data should
coincide with minimum values. Moreover, considering the relative distance from the camera, the disparity values
of the ground exhibit gradual changes from higher values to lower (zero) values, provided there are no obstacles
causing discontinuities.

Such gradual change forms a solid line in v-disparity graph. However, real-world data may deviate from
this ideal scenario, making perfect gradual changes unattainable. Therefore, if we take distribution of disparity
data as a random variable X in each observation, and assume the intensity of distribution lies in the region of
ground line in a concentrated form, this ground region could be represented to reduce errors in both ground
plane and obstacle detection. Equation 7 is used to define the ground region. The concentration of random
points on v-disparity converges to a linear region in a mean-squared sense. These values fluctuate due to noise
and other factors such as sidewalks, pavements, or road cavities. Equation 7 holds with the assumption that

there should always be a ground plane present in the stereo images.

i X80 = X()

—_ X/ (4)2] —
5t—0 ot X'() ] 0

(7)

Since the samples stem from observation of the real world, the inner product of random variables is
used. This inner product could be represented as < X,Y >= E{XY} then this should obey E*{XY} <
E{X?}E{Y?}. By choosing X = Xn(w) — X(w) and Y = 1, we obtain inequality E?{(X,(w) — X(w)} <
E{(X,(w) — X(w))?}. So, by taking n — co we reach:
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lim E*{(X,(w) - X(w)} = lim B{(X,(w) - X(w))*} =0 (8)

n— oo n—00

In the light of Equation 8, if we take infinite stereo road image frames and extract v-disparity, convergences
of the ground data could easily be seen on the superposition of probabilities (or observations). This situation
also persist in even single v-disparity graph, where the ground region in that case converges to a definite line
(see Figure 4). Consequently, according to wide sense stationary (WSS) random process, two conditions are
satisfied: 1) The ground plane exhibits a stationary expectation and this property can be seen in the v-disparity

graph. 2) Another criterion is the relation between the height of the camera and disparity values.

300

O
250 @) 8
&°

Image height

-50 :

0 50 100 150 200 250 300
Disparity

Figure 4. V-disparity of minimum values and weighted least square (WLS) sum regression result (red line).

Since the v-disparity ground region is a random variable, ¢ in X (¢) signifies the distance from the
camera. Consequently, each random variable that represents the road becomes a region in the v-disparity
graph. Therefore, derivatives and distribution of random data are used as tools to define the region of ground

plane in v-disparity. However, noise and outliers may also be in the data, and they must be filtered out.

3.2. The ground line and region estimation

The minimum values in each column are selected after excluding nondominant low-frequency outliers, based
on the assumptions that the ground is a region and lies at the minimum points in each row. Subsequently,
the ground line or region can be readily calculated by thresholding the intensities of the image as a [MzN]
matrix, where M and N are ranges of height and disparity values, respectively. Thus, low-frequency disparity
data with a high probability of error is eliminated. After eliminating the possible erroneous data, the minimum
values are determined for each disparity value based on the defined disparity resolution.

According to the differentiability of the random variables specified in Equation 7, two operations are
applied to define a better region and estimate the ground-line with minimum error. The first operation involves
applying weighted least square (WLS) regression. According to our definitions, the ground region is convergence,

and as the frame number approaches infinity, it becomes a ground-line. Therefore, to minimize the errors in
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estimation, WLS regression is applied to find a vector 5 € R (n < m), y ~ W} in an Euclidean sense. In this
way, ||y — Wp||2 will be minimum. When errors are included as random variables, the measurements become
y~ Wp+ e, where 8 and e are both random variables. To find the best fit (where ||y — W ||z is minimum)
and to reduce the error variable introduced by the e term, two different statistical methods are used: 1) WLS,
as mentioned before, and 2) an outlier filter to limit the erroneous sample inclusion.

The reason why WLS is used in obtaining the ground-line can be explained as follows: when analyzing
the ground region data, it becomes apparent that the closer road region contains more ground data, represented
with higher frequencies, whereas the faraway road region nearing the horizon is represented with fewer pixels.
Hence, the WLS approach is employed to approximate better and reduce the error. Equation 9 shows the

fundamental procedure to calculate WLS.

WLS(8,& sz yi — @3.8)° )

The outlier filter is a well-known method to reduce noise effects in finding the region if the data distribution
is concentrated. Instead of a simple outlier region, a ground area region (GAR) value is calculated where the
values lie within the range [Q1—(1.5)IQR, Q3+ (1.5)IQR]. The GAR value is defined at a distance by the inter-
quartile range (IQR) from quartiles to reduce the errors. The ground region is also bounded by this GAR, value
(see Figure 5a). The median and the first quartile calculations are shown in Equation 10, where L represents
the lower level of the median class, i.e. the class containing the middle observation in the distribution, and p.c.f.
denotes the predicting the cumulative frequency to the median class. Here, i signifies the class-interval of the

median class.

N/2 —p.c.f. w

Median = L + 7
B N/4-C
Q=L +—F—— For x h (10)
IQR=Q3 - Q1

IQR.am = £(1).IQR

In Equation 10, Lg; is the lower limit of the first quartile class, h is its width, fg; is its frequency and
C is the cumulative frequency of classes preceding the first quartile class.

In this study, a ground-plane is defined first in the v-disparity graph as a region, and then the ground-
line is estimated within this region to track the changes to provide a better obstacle detection. In contrast,
the Hough transform considers only a single ground-line without any regional considerations. The noise and
the other factors are also considered during the calculations in this study. Therefore, to improve ground line
estimation, the interquartile range is used instead of just the outliers. Figure 5b depicts the GAR graph obtained
by using derivatives of minimum height function and its values located based on WLS lines, which creates a

tolerance region.
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Figure 5. Definition of the random ground area region (GAR) and WLS with tolerance region. a) Derivatives of the
minimum height function and GAR values, b) WLS line in the GAR region.

3.3. Camera height on obstacle detection

The stereo camera setup is typically positioned above the car, parallel to the road surface. Any changes in
camera height and/or angle will result in corresponding alterations in the v-disparity values. Therefore, this
relationship must be integrated into the estimation formula. The v-disparity graph and the camera’s height
and angle share a relationship that must be considered during estimations. There are two possible approaches
to achieve this: 1) incorporating a constant value into the formula to account for the camera height, or 2)
automatically estimating the camera height using the ground and obstacles as references (adaptive system).
Equation 11 can be employed for an adaptive system. In this equation, statistical outliers are automatically
computed by extracting the IQR value from the camera, defined by the maximum v-disparity values at each

column of the v-disparity matrix (Figure 6).

IQRcqm = Outlier,, (thresholdmazvais (Viisp))

(11)

Poom = Pyna + IQRcam
If the error rate in the disparity map is high, it’s crucial to limit the slope change of the ground line.
This limitation arises due to the potential for incorrect weighting in formulas, caused by the high frequencies
present in low-disparity data near the horizon. Consequently, the camera estimations are constrained by the
height defined in Equation 12. The parameters in the equation are used as random variable X (i), where
X (i) = (D;, H;). Here the point at the horizon is defined as Xporizon = (Do, Hp), while the camera and ground

variables are represented as Xecqm = (Deam, Heam) and Xgng = (Deam, Hgna) , respectively.

Hiowrh = Slopegnd * (Dz - Dmam) + (Hgnd —2x% IQRcam)

(12)
HhighTh = SZOPand * (Dz - Dmam) + (Hgnd + 4 x IQRcam)
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Figure 6. Effect of the camera height on ground line estimation. a) estimation using only WLS, the point P1 shows
the value of Xgorizon variable for this specific example, b) camera height consideration, the point P2 shows the value of
Xcam variable, ¢) the resulting image without camera height consideration, d) the resulting image with camera height
correction.

3.4. Performance evaluation of the proposed algorithm

Pixel-based performance metrics are utilized in the experiments to assess the proposed algorithm and compare its
outcomes with the Hough transform. The evaluation requires a calibrated stereo dataset to conduct performance
tests and compare approaches with other methods. KITTI Vision Benchmark Suite was found suitable in the
literature, and the images were used for testing [28, 29]. Researchers often analyze the performance of their
proposed algorithms using a single dataset. In this regard, the KITTI dataset offers a sufficient number of
samples to thoroughly test every aspect of the proposed method, including its robustness [30-32]. Ground truth
instance segmentation data, based on pixel-level semantics, are obtained from the KITTI Benchmark Suite for
conducting comparisons.

Accuracy, precision, and recall are widely adopted metrics for evaluating the performance of segmentation
or object detection. These metrics typically quantify the percentage of pixels in the image that were correctly
classified. Pixel accuracy is commonly used both for each class individually and globally across all classes. In
per-class pixel accuracy, a true positive (TP) signifies a pixel correctly predicted to belong to the given class,
while a true negative (TN) represents a pixel correctly identified as not belonging to the given class. A false
positive (FP) occurs when a predicted pixel lacks an associated ground truth pixel, and a false negative (FN)
arises when the ground truth lacks an associated predicted pixel. The formulas for accuracy, precision, and
recall are given in Equation 13.
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Accuracy = (TP +TN)/(TP+TN + FP+ FN)
Precision = (TP)/(TP + FP) (13)
Recall = (TP)/(TP + FN)

An alternative pixel-based performance metric, Intersection of Union (IoU), is also used to evaluate the
accuracy of segmentation and object detection algorithms. It provides a measure of how effectively the model
delineates object boundaries, thus enhancing segmentation accuracy. Consequently, IoU is utilized to evaluate
the quality of segmented regions by quantifying the overlapping area between the predicted region and the

ground truth. The formula used in experiments is given in Equation 14.

IoU = (Ground_truth N Predicted)/(Ground__truth U Predicted) (14)

4. Results and discussion

The complexity of obtaining a v-disparity map from stereo image pairs is typically considered to be linear with
respect to the pixel count in the images. This means that the computational effort required to compute the
v-disparity map scales linearly with the number of pixels in the left and right images. While the complexity is
linear with respect to the pixel count, some optimizations and algorithms can reduce the computational load
in practice for real-time applications as we did in this research. For example, the disparity maps are calculated
using semiglobal block matching algorithm using 9-pixel blocks [22]. However, it should be noted that the use of
9-pixel blocks may sometimes result in detail lost, such as the blurring of high-frequency textured roads, which
may appear as stone-paved roads.

An important contribution of this work is the inclusion of camera height considerations. A case study
result is presented in Figure 6b, illustrating v-disparity data, ground region, and line approximation concerning
camera height estimation. The system’s overall success rate has improved with the inclusion of adaptive tilting
property. Moreover, limiting slope changes enhances the system’s robustness against errors in the calculation
of the disparity map (Figures 6¢ and 9d).

Another fact is that the ground-line typically appears as an inverse diagonal shape in the v-disparity
data. As a specific method, the ground-line can be derived by extracting the y-axis value corresponding to the
minimum visible pixels in the v-disparity graph. However, the graph often contains erroneous data, as evident in
the lower left corner of Figure 2b, which affects ground-line estimations. An additional significant contribution
of this study the proposal of a robust method for determining the ground-line. The impact of this contribution
can be observed in Figure 6d.

In the images, there are more pixels of the road plane in the parts closer to the camera, and the pixel
count gradually decreases in the distant parts (Figure 7). It is observed that the ground-line estimations near
camera become more resistant to noise because there are more pixels representing the road. However, in the
horizon estimations, sensitivity to error increases due to the reduction in pixel count, and even one pixel in
distant regions may significantly affect the approximation. This finding prompted us to use weighted formulas
in both approaches, outlier filtering, and weighted regression, during the study to achieve a more accurate

determination of the road plane.
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Figure 8 illustrates another example where the road does not extend straight ahead or where environ-
mental obstacles, such as sideways trees, are present. In this instance, the Hough transform incorrectly detects
the ground-line ( Figures 8a and 8c). However, the proposed method eliminates these errors and reveals a

more accurate ground-plane and obstacle identification, as shown in Figures 8b and 8d. In addition to

More pixels

Figure 7. The road shown in the picture is represented by more pixels nearby but fewer pixels farther away.

Figure 8. Ground-line output: a) found by the Hough transform, b) found by the proposed method, Obstacle detection
results: ¢) using the Hough transform, d) using the proposed method.

the qualitative comparison, quantitative comparative results are given in Table 1 between the Hough trans-
form and proposed approach using the same image samples from KITTI-2 Benchmark Suite. The results
show that at least 20% improvement is achieved using pixel-based metrics such as accuracy, precision, recall,
and ToU. The detailed list of all the experiments can be accessed at GitHub repository at the following link:
https://github.com/mrequngor/obstacle__detection.

During the experiments, execution times of both algorithms were measured five times for each example
and the average was taken as representative since the variation between samples was not high (see Table 1). It
was seen that the Hough transform was on average 2 times faster than the developed algorithm. This is because

our proposed algorithm spends more time to improve the accuracy.
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Table 1. Comparative results between the Hough transform and proposed method using all samples in KITTI dataset.
Four pixel-based metrics are used in the experiments: accuracy, precision, recall, and IoU. The last column of the
table shows the average elapsed time of each experiment in seconds. The upper part of the table shows 15 ar-
bitrary samples and the remaining part shows the average performance of all 200 samples (for details please visit
https://github.com/mregungor/obstacle__detection).

Performance of the proposed algorithm for arbitrary selected samples

Exp.no | Img.Id | Method Accuracy(%) | Precision(%) | Recall(%) | IoU(%) | E.time(s)
1 0 Hough t. 70.4 45.8 58.1 34.5 0.22564
Proposed M. 89.5 72.5 98.0 71.4 0.50434

9 6 Hough t. 441 15.0 99.2 15.0 0.21668
Proposed M. 75.6 28.8 98.7 28.7 0.57644

3 13 Hough t. 63.7 45.5 53.2 32.5 0.23118
Proposed m. 85.1 70.8 93.1 67.3 0.23260

4 97 Hough t. 64.8 47.6 73.2 40.5 0.21472
Proposed m. 83.6 77.3 70.7 58.5 0.39622

5 42 Hough t. 51.4 24.6 72.2 22.5 0.20594
Proposed m. 75.9 36.2 30.9 20.0 0.18368

6 60 Hough t. 19.8 10.0 53.6 9.2 0.21680
Proposed m. 75.3 38.0 99.1 37.8 0.44452

7 83 Hough t. 72.5 47.6 52.6 33.3 0.21294
Proposed m. 93.9 83.1 96.2 80.5 0.41938

8 104 Hough t. 37.2 33.4 85.2 31.5 0.21238
Proposed m. 48.6 39.8 100.0 39.8 0.31380

9 121 Hough t. 57.9 25.4 85.0 24.3 0.20962
Proposed m. 78.2 42.1 99.3 42.0 0.29312

10 133 Hough t. 49.5 20.3 22.6 12.0 0.21384
Proposed m. 95.7 99.1 86.5 85.9 0.19724

1 148 Hough t. 67.0 51.5 78.6 45.2 0.21136
Proposed m. 87.7 75.9 94.3 72.6 0.23610

12 165 Hough t. 70.8 28.8 99.9 28.8 0.22768
Proposed m. 81.1 38.4 99.4 38.4 1.01898

13 177 Hough t. 66.3 39.0 60.0 31.0 0.22340
Proposed m. 90.0 74.4 91.6 69.6 0.66998

14 189 Hough t. 74.5 54.8 84.3 49.8 0.21512
Proposed m. 95.1 88.3 96.4 85.5 0.39096

15 199 Hough t. 65.7 37.5 100.0 37.5 0.21762
Proposed m. 85.6 58.9 99.2 58.6 0.65478

Average performance of all (200) samples

i All Hough t. 63.4 42.8 69.5 34.7 0.21699
Proposed m. 85.9 67.6 94.6 64.7 0.435476
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The results of our study were compared in a separate table with a very recent study in the literature that
proposes a different non-ATI method [10]. In the referenced publication, only 100 selected images were used from
the KITTI-2 dataset, however we used all images in our experiments from the same dataset. The experimental
results of the reference paper were presented only with precision, recall and F1-score, so we dropped the accuracy
and added the Fl-score in this table (see Table 2).

Table 2. Comparative results between several non-AI methods published in [10] and our proposed method. Since it was
not given in the referenced paper, the accuracy metric is not included in the table.

Method Precision (%) | Recall (%) | Fl-score (%)
Zhow's [33] 61.0 6.7 63.0
Lin’s [34] 45.2 88.3 59.3
Zhang’s [35] 85.5 61.3 71.4
Yuan’s [10] 78.3 85.3 81.6
Ours 67.6 94.6 78.9

Although the computation power consumed was not specifically measured during the experiments, the
proposed algorithm require less computation power comparing Al based algorithms. This conclusion can also
be drawn from the complexity of the algorithm. Different Al-based algorithms have varying computational
complexities, especially some deep learning methods are intrinsically more dependent on computing power than
other techniques because these models have more parameters and require more data to train. In order to achieve
the desired performance goal with Al-based approaches, it is necessary to add GPU board(s) to the computer.
Some examples given in the references use deep learning approaches to achieve the same goal running on GPU

boards, but the proposed approach does not need extra hardware for performance related issues [18, 21].

Figure 9 shows an image of example mobile robot developed for use in the logistics industry '. This
robotic system can go to given targets autonomously, and on the way to the target, it can detect the road
plane and the obstacles that suddenly appear in front of it in real time. The system generally creates the road
plane from images obtained from the stereo camera system. The mobile system is also equipped with LIDAR
sensors and can determine distances to surrounding objects. Battery consumption of these systems, which are in

continuous operation, is important. The industry target of the work presented in this paper is such applications.

5. Conclusions

This study introduces a novel approach for identifying the ground-line and detecting obstacles in road images
using v-disparity data. The proposed method’s complexity scales linearly with the input pixel count, and it
does not demand high-performance hardware like a powerful GPU. Conversely, Al approaches may offer superior
accuracy but necessitate extensive training and encounter challenges in intricate, unfamiliar environments with
diverse objects of varying types and shapes.

In this novel approach, WLS regression, outlier filtering, and camera height adjustment are applied to
v-disparity data to enhance detection within the region of interest. The accuracy of ground-line detection is
boosted by incorporating weight values derived from depth data, contingent on image proximity. Additionally,
the ground-line is depicted using random variables, which ultimately form a ground region, reducing errors
in ground and obstacle detection. Outliers, including data irrelevant to ground-line detection and erroneous

block matching outputs, are mitigated through statistical methods, leading to a significant enhancement in

!Bottobo Robotics (2024). Bottobo Mobile Robot [online]. Website https://bottobo.com [accessed 19 February 2024].
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overall performance. Experimental studies using stereo images from the KITTI-2 benchmark suite validate the
effectiveness of the proposed method. Comparative results demonstrate a minimum 20% improvement over
the Hough transform, also a non-Al algorithm. Furthermore, comparison with numerical results from a recent

article highlights the proposed method’s superior performance, particularly in the recall metric.

(a) (b)

Figure 9. Example stereo vision application used in logistics. a) The mobile robot uses a non-Al approach to process
real-time stereo images coming from the cameras to find the road line and detect obstacles. b) Side view while it is
traveling autonomously.

To further mitigate errors, future iterations of the algorithms developed in this study could incorporate
additional data processing blocks. Integrating new hardware sensors, such as inertia and tilt sensors, into the

system has the potential to significantly enhance output accuracy by leveraging data from these sensors.
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