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Abstract: The utilization of remote sensing products for vehicle detection through deep learning has gained immense
popularity, especially due to the advancement of unmanned aerial vehicles (UAVs). UAVs offer millimeter-level spa-
tial resolution at low flight altitudes, which surpasses traditional airborne platforms. Detecting vehicles from very
high-resolution UAV data is crucial in numerous applications, including parking lot and highway management, traffic
monitoring, search and rescue missions, and military operations. Obtaining UAV data at desired periods allows the
detection and tracking of target objects even several times during a day. Despite challenges such as diverse vehicle char-
acteristics, traffic congestion, and hardware limitations, the detection task must be executed swiftly and accurately. This
study successfully achieved automated detection and instance segmentation of parked and moving vehicles across a large
university campus by employing the robust learning capabilities of the You Only Look Once version 7 (YOLOvV7) deep
learning algorithm. The generation of an ultrahigh-resolution orthomosaic of the university campus was accomplished
through photogrammetric processing, employing 20-megapixel aerial images obtained from RGB UAV flights with polyg-
onal nadir-view and bundle-grid oblique-view imaging geometries. The vehicle dataset was created by cropping image
patches containing vehicle objects from the orthomosaic and manually labeling the boundaries of the vehicle targets using
the LabelMe annotation tool. After expanding the dataset by applying data augmentation, the YOLOvVT algorithm was
trained and tested using the transfer learning approach. The accuracy metric of precision, recall, and mAP@0.50 scores
for the bounding boxes and masks of vehicles were estimated as 99.79, 97.54, and 99.46%, respectively. In addition, the

robustness of the trained algorithm was also tested on a short video and (>80%) prediction scores were achieved.

Key words: Vehicle detection, instance segmentation, UAV, orthomosaic, deep learning, YOLOv7

1. Introduction

Currently, there is an increasing curiosity in employing unmanned aerial vehicles (UAVs) for automated target
recognition and tracking tasks in various applications including traffic monitoring [1], disaster management [2],
and smart agriculture [3]. UAVs are cost-effective, environment-friendly, and provide high-resolution images
for a large field of views periodically or in real-time that facilitate target detection. In this context, there
are diverse types of UAVs in terms of their weights as UAV1-4 and wing types as fixed-wing, multicopter and
VTOL and they can offer satisfying solutions in many areas such as military and commercial operations [4-6].
Moreover, UAVs provide rich image datasets for various image processing applications, thanks to very high-
resolution imaging capability from different flying altitudes, viewing angles, and locations [7]. These advantages

of UAVs have led to the prevalent adoption of UAV imagery for vehicle detection and tracking studies [8-10].
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Considering the increasing traffic density with the rapidly increasing population, automated detection of vehicles
from UAV imagery is crucial in numerous applications such as parking lot and highway management, traffic
monitoring, and vehicle supervision. Traditional vehicle detection methods mostly rely on manual extraction of
vehicle characteristics, such as histogram of oriented gradients (HOG) [11], Haar-like [12], bag-of-words (BoW)
[13] and classifying them using classifiers with varying complexity, including support vector machine (SVM)
[14], adaptive boosting (AdaBoost) [15], and k-nearest neighbor (kNN) [16]. However, achieving high detection

accuracy and real-time recognition performance is challenging for conventional approaches [17, 18].

With the excellent performance of deep learning paradigm, particularly convolutional neural networks
(CNNs), in image processing applications, including object detection [19-21], classification [22-24], image
retrieval [25, 26], and scene/object segmentation [27, 28], various CNN-based object recognition and tracking
algorithms have been introduced and efficiently applied in vehicle target detection applications. CNN-based deep
learning algorithms outperform traditional object recognition methods that perform feature extraction based on
manual selection and expert experience, by automatically and adaptively extracting features from input data
through a self-learning methodology [29]. When it comes to CNN-based target detection methods, they can be
categorized into two groups: one-stage detectors and two-stage detectors. In the initial phase, two-stage object
detectors produce a set of region proposals, referred to as regions of interest (ROI), by utilizing a region proposal
network (RPN) on the input scene. These proposals are then classified, and the bounding box regression is
employed to identify the location of the target. Although these detectors achieve high detection and localization
accuracy, they suffer from high computational costs and an inability to achieve real-time performance. These
detectors mainly include region-based convolutional neural network (R-CNN) [30], Fast R-CNN [31], Faster R-
CNN [32], spatial pyramid pooling network (SPP-Net) [33], region-based fully convolutional network (R-FCN)
[34], and mask R-CNN [35]. Conversely, one-stage detectors remove the region proposal generation phase and
adopt a unified system that class probabilities, and bounding box positions are regressed directly from the input
images. The significant advantages of these algorithms are that they are faster and convenient for utilization
in real-time applications. Additionally, the widely used representative one-stage detectors can be listed as You
Only Look Once (YOLO) series [36-42], single shot multiBox detector (SSD) [43], and RetinaNet [44]. In recent
years, both approaches have been employed in vehicle recognition studies. However, it should be mentioned
that one-stage models are mostly preferred in real-time vehicle detection and tracking applications [45, 46].
Specifically, among one-stage models, YOLO was selected for the vehicle detection problem in this study due
to its superior performance and speed that provides real-time detection, which has been confirmed by previous
studies in the literature [47-50].

In the study carried out by Chen et al. [47], a framework based on the YOLOv5 object detector was
proposed for vehicle identification from high-resolution UAV imagery. An adaptive clipping algorithm was
applied to high-resolution UAV imagery in the preprocessing of the dataset and vehicle detection phases to
improve small vehicle detection performance. They utilized the publicly available VisDrone dataset consisting
of a large number of drone video frames. With their proposed system, they achieved a 41.7% increase in the
vehicle detection performance of the YOLOv5 model. Ammar et al. [48] made a comparison between the
performance of the popular Faster R-CNN, YOLOv4, and YOLOv5 frameworks for vehicle recognition, and
conducted numerous experiments to examine the impact of different hyperparameter combinations (input size,
feature extractor, number of iterations, etc.) on models. They utilized a publicly available Stanford dataset

and their own PSU dataset, both of which consist of drone imagery. The results revealed that the two models

145



YILDIRIM et al./Turk J Elec Eng & Comp Sci

outperformed the Faster R-CNN in the recognition of vehicles while there was no significant difference between
YOLOv3 and YOLOv4 on both datasets. Amato et al. [49] employed the YOLOv3 model to detect and count
vehicles in UAV imagery. They utilized the CARPK dataset containing drone images and the PUCPR+ dataset,
which is a large-scale vehicle-counting dataset. The weights of the pretrained YOLOv3 algorithm in the COCO
dataset were used, also the model was fine-tuned. They achieved 97% and 95% precision for the CARPK
and PUCPR+ datasets, respectively. Benjdira et al. [50] conducted a comparative performance investigation
between Faster R-CNN and YOLOvV3 for vehicle recognition from UAV imagery. They created a vehicle dataset
with the UAV images of the Prince Sultan University campus. Experimental results revealed that the YOLOv3
model exhibited superior in terms of sensitivity and recognition speed.

This research investigates the effectiveness of the cutting-edge YOLOvV7 model for automatically detecting
and pixel-wise segmenting vehicles using a very high resolution (~2.5 cm) UAV orthomosaic and a 30-s video.
To construct a vehicle dataset, the UAV aerial photos were acquired in RGB imaging band in Gebze Technical
University (GTU) campus, the high quality orthomosaic was generated, and image patches containing the
vehicle targets were cropped from the orthomosaic. The vehicle dataset was constructed by manually labeling
the vehicles in the cropped images with the polygon shape, followed by a data augmentation process to expand
the sample size. Afterwards, the YOLOv7 model was trained and tested using the created corresponding
datasets, and its performance was analyzed using commonly used accuracy metrics. The work contributed to
the development of an integrated system that works in the form of high-quality UAV orthomosaic generation
in any target area and automatic vehicle detection through deep learning. System’s real-time applicability in
independent video data to design a real-time approach that can be used onboard UAV platforms was additionally

analyzed.

2. Study area and materials

The study was carried out in the GTU campus area of approximately 2 km?, which is very suitable for
automated vehicle detection with its large parking lots and roads. The campus is located in Kocaeli, one of the
largest metropolitans in the northwest of Tiirkiye. In the area, several university buildings, forest, agricultural
areas, and water bodies exist. The topography is generally flat and the orthometric elevation of the bare ground
is between 1 and 50 m. Figure 1 shows the location of the GTU Campus in Tiirkiye and the original color 3D

textured UAV mesh model.
The UAV idea is not new; in fact, it was put forward in 1783 with the use of hot-air balloons. Then,

usage for military purposes began in 1849. The civilian use of UAVs started in 2006 and spread with the first
camera-equipped UAV by DJI company in 2013 [51-53]. In this study, the orthomosaic, used for automated
vehicle detection, was produced by utilizing the aerial photos captured by DJI Phantom IV Pro Version 2
(V2). DJI Phantom IV Pro V2 is the highest resolution UAV of the DJI Phantom series with a 20 MP Sony
Exmor red-green-blue (RGB) camera. On the other hand, the device just has a low accuracy consumer-grade
global navigation satellite systems (GNSS) receiver only for navigation purposes and does not include a real
time kinematic (RTK) GNSS receiver. Therefore, the usage of ground control points (GCP) is mandatory for
the orientation of aerial photos. Accordingly, 86 mobile polycarbonate GCPs were precisely located before
the planned UAV flights, and coordinates were measured with CHC-i80 GNSS receiver. Specifications of the

equipment used for the acquisition and orientation of aerial photos are presented in Table 1.
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Figure 1. Location of the GTU Campus in Turkiye and original color 3D textured UAV mesh model generated in this

study.

Table 1. Specifications of the equipment used for the acquisition and orientation of aerial photos.

CHC-i80 GNSS receiver + M

obile GCP

DJI Phantom IV Pro V2 4 Sony Exmor Camera
Specification Value Specification Value
» GPS, GLONASS,
Camera f;LKt,.HD,'NISO;)O, }\/IP GNSS technology GALILEO, BeiDou,
effective pixels SBAS, NavIC
Gimbal 3-axis (pitch, roll, yaw) Operating system Linux

Static, VRS RTK, UHF

Flight duration Max. 30 min Working modes RTK, all surveying modes
. Positioning accuracy :|:0.8‘ o H’. i.1'5 o v
Weight 1.375 g RTK with initialization
reliability >99.9%
Speed Max 20 m/s in S-mode | Modem - Bluetooth 4G, 3G, GSM - V4

Dual; Static up to 10 h,

Wind speed resistance Max. 10 m/s Battery Cellular receive only up to 9h,
UHF receive/transmit up to 6h
Operating temperature 0 °C to 40 °C Network - RTK Available
Outdoor positioning | pg/G1,ONASS dual | Internal memory 32 GB
module
+0.1mV, £0.5 m H
(Vision) 0.25m x 1m,
Hover accuracy range +03mV, 1.5 mH GCP polycarbonate
(GPS)
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3. Methodology
3.1. UAV data acquisition, image orientation and orthomosaic production

The 20 MP UAV aerial photos were captured by different flying geometries as polygonal, bundle-grid (north-
south + east-west directions), and circular. The flights were planned and conducted utilizing Pix4D capture
software and 8333 aerial photos with <2.2 cm ground sampling distance (GSD) were acquired by 32 flights.
In polygonal and bundle-grid flights, 80 m flying altitude and 80% and 60% front and side overlap ratios
were applied, respectively. For circular flights, 30 m flying altitude was applied and 5° capturing angle was
determined which means 72 aerial photos (360° /5°) for each flight. While polygonal flights were preferred for
agricultural areas and forest, bundle-grid and circular geometries were used in the built-up areas of the campus.
The main methodologic stages of VHR UAV orthomosaic production are shown in Figure 2.
3 y 7
} _F

Reconnaissance Dense cloud

survey and flight generation 3D mesh model
planning generation

GCP establishment and Absolute DSM
measurement orientation using generation
GCPs

Acquisition of aerial
photos by UAV
flights

Image matching and VHR orthomosaic
Sparse cloud production
generation

Figure 2. Main methodologic stages of VHR UAV orthomosaic production.

The main advantage of the bundle-grid and circular flights are oblique viewing angles (70°) rather than
nadir, utilized in polygonal flights and multiview to the target objects from different sides that improves the
quality of image matching and 3D point cloud generation when using structure from motion (SfM) algorithm.
The SfM is a low-cost and robust photogrammetric technique that enables the reconstruction of 3D geometry
from a series of overlapping mono photos [54]. In this study, the photogrammetric processing of UAV aerial
photos was performed utilizing Agisoft Metashape SfM-based software. The UAV aerial photos were oriented
by two stage operation as initial (mutual) alignment and absolute orientation utilizing GCPs. Just before the
initial orientation, background filtering (masking) process was applied to eliminate the influence of low coherence
noisy parts in oblique aerial photos derived from bundle-grid and circular flights. Thus, the accuracy of the
initial alignment was increased. In initial alignment, the aerial photos were oriented applying high quality
level and area-based crosscorrelation. For the better arrangement of overlapped aerial photos, generic and
reference preselection parameters were utilized, and sparse cloud was obtained including ~ 73 million points.
In absolute orientation, 86 well-defined GCPs were marked in the related aerial photos, and root mean square
error (RMSE) of £2 ¢m (+0.9 GSD) was achieved considering the following equation where X;,Y;,Z; are the
estimated coordinates, X;,Y;,Z; are the actual GCP coordinates acquired by terrestrial GNSS measurements,

and n is the number of observations.
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RMSE = \/Z?zl(& — X2+ (Vi = Yi)? + (Zi — Z)°
n

(1)

The 3D dense point cloud of the study area was generated utilizing depth maps, built by extracting depth
information from aerial photos with desired overlap. It was comprised of approximately 1.5 billion points and
filtered by fencing and classifying noisy points. Dense point clouds visualize the objects in noncontinuous point-
based vector format; thus, a more realistic and detailed solid 3D mesh model of the study area was generated
utilizing triangulation-based interpolation. In this process, due to the number of predicted faces (triangles)
and vast size of polygonal data, mesh decimation was conducted, and the number of generated mesh faces was
reduced to approximately 430 million faces [55].

To achieve a true orthomosaic in orthogonal geometry, a digital surface model (DSM) is required. DSM
is a digital cartographic representation of earth’s surface with X, Y planimetric coordinates and altitude Z. It
determines all natural and human-made objects as a 2.5D solid model in different spatial resolutions depending
on the data acquisition technique. Using UAV technology, the highest resolution DSMs in comparison with other
airborne or space-borne remote sensing techniques can be generated by means of very low flying altitudes. In
principle, the optimal original grid spacing of DSMs derived from remotely sensed data is 3 x GSD; otherwise,
interpolation causes substantial loss of vertical accuracy due to an insufficient amount of data [56-58]. As a
result, the DSM was generated with approximately 6 cm considering approximately 2 cm GSD of UAV aerial
photos. Finally, approximately 2.5 cm resolution gap-free true orthomosaic (Figure 3), a powerful base for

automated vehicle detection, was produced using high resolution DSM and hole filling process.

Figure 3. Produced approximately 2.5 cm orthomosaic of GTU campus area.
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3.2. Vehicle dataset preparation

To establish a dataset of vehicles, we extracted image samples featuring vehicle objects from the generated
RGB orthomosaic data. Handling and processing very high-resolution UAV data is both labor-intensive and
time-consuming because of their intricate details. On the other hand, convolutional neural networks require a
large amount of computation together with large training samples compared to machine learning methods. To
address constraints related to GPU memory, equal-sized patches were cropped from UAV orthomosaic data.
A total of 200 image patches, each with dimensions of 512 x 512 pixels, were collected from the study area.
Figure 4 provides visual representations of typical vehicle images from this dataset. It is apparent that this
dataset encompasses a variety of vehicle objects with different characteristics, including types, colors, pixel sizes,
orientations, lighting conditions, and scenes. It should be noted that all aerial photos including vehicles ranging

from one to ten were in RGB format with an 8-bit radiometric and approximately 2.5 cm spatial resolution.

Figure 4. Representative images from the UAV vehicle dataset.

3.3. Image annotation

In object detection studies, image labeling has a pivotal role before training deep learning models to build
a robust and accurate model. The CNN model learns from the labeled features during the training phase
and produces outcomes based on the quality of these features. Hence, the labeling preciseness of the features
profoundly influences the accuracy of the model. In this context, ground-truth labels should be correctly
annotated and avoid ambiguity. In this study, LabelMe, an open-source tool designed for image labeling, was
employed to label the vehicle targets that exist in the images [59]. For the vehicle instance segmentation task,
each vehicle in the images was manually annotated using a polygon shape. As a result of the labeling, ground-
truth masks for each vehicle in the images were obtained. The image annotation process in the LabelMe tool
and the instance segmentation mask generated for that image are demonstrated in Figure 5. Since the instance
segmentation identifies each object in the given image as a distinct sample, regardless of its corresponding class

information, each vehicle target was masked in different colors in the generated ground-truth mask.
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Figure 5. (a) Labeling of an image in the LabelMe tool, (b) generated ground-truth mask.

After the image annotation process, a total of 494 vehicle objects were labeled in 200 aerial photos.
Then, the created dataset was divided into three datasets: 70% of the dataset was utilized for training, 20% for
validation, and the remaining 10% for testing the model’s performance. Consequently, the training, validation,

and testing datasets contained 306, 122, and 60 vehicle instances, respectively.

3.4. Data augmentation

Deep learning models require larger training samples than the other algorithms contingent upon the complexity
of the deep neural network. The effectiveness of a target recognition model based on deep learning is heavily
influenced by the quality of the utilized training data. More specifically, the amount and diversity of the
dataset employed improve the capability of the algorithm for generalization and its training performance, thus
helping to avoid overfitting problem. Therefore, data augmentation techniques are generally utilized as a
critical preprocessing stage to boost the robustness of the models. Considering these requirements, various data
augmentation methods were applied to the training dataset in this study. Different variations of the existing
images were thus produced synthetically. The applied data augmentation strategies included horizontal flipping,
adding salt and pepper noise to 5% of the pixels in the image, and randomly cropping between 0% and 50% of
the image. The comparison of the original, horizontally rotated, noise added, and cropped images are shown
in Figure 6. After data augmentation, a vehicle dataset containing a total of 480 images and 1055 vehicle

instances was obtained.

3.5. Dataset characteristics

To further analyze the characteristics of the dataset, the label distribution of the vehicle instances was visually
analyzed. As illustrated in Figure 7a, the dataset comprises only one vehicle class with more than 800 instances
in total. The red bounding boxes show the labels of the vehicle targets. Considering normalized image sizes,
the x and y values of the center points of the bounding boxes for instances in the dataset vary from 0.0 and 1.0.
On the other hand, the width of the targets in the dataset varies between 0.0 and 0.5, while the height varies
between 0.0 and 0.4. The transition from light blue to dark blue in the graphs indicates a more concentrated

distribution. Accordingly, it was seen that small-sized vehicle targets with a width and height less than 0.25 in
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the dataset were concentrated. It was also observed that the targets were relatively concentrated in the center
of the image. Furthermore, Figure 7b displays the label correlogram of the vehicle dataset. As indicated by the
correlation statistics, the width and height of the bounding boxes delimited the vehicle samples in the dataset
were mostly concentrated at 0.1 and 0.2 values. While the y values of the center point of the bounding boxes

are concentrated at 0.5, the x values are about equally distributed in the normalized image sizes.

(a)

Figure 6. Visual representation of the data augmentation methods utilized in the study: (a) original image, (b)
horizontal flipped, (c) random cropped, (d) random noise added.
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Figure 7. Visualization of vehicle dataset: (a) label distribution, (b) label correlation.

3.6. YOLOvVT algorithm
YOLO [36] is a state-of-the-art deep learning-based target detection algorithm introduced by Redmon et al.

It addresses object recognition tasks as a regression problem. It is one of the most widely utilized algorithms
for the identification of objects because of its speed and accuracy trade-off. The YOLO specifies an approach
where the recognition task is completed in a single forward propagation through a CNN. The core concept
of YOLO in target recognition involves dividing input images into a grid of S x S cells thus enabling faster

inference (Figure 8). Each grid cell is supposed to predict the targets whose center falls into that cell, with a B

152



YILDIRIM et al./Turk J Elec Eng & Comp Sci

bounding box. Along with the bounding boxes, confidence scores are also calculated, reflecting how confident
the predicted bounding boxes contain an object. Thus, each bounding box predicted by the model contains five
different values including b., by, bw, by, and p.. Among these, b, and b, denote the z and y coordinates of
the predicted bounding box’s center point relative to the grid cell, while b,, and by correspond to the width and
height of the bounding box relative to the entire image. Also, p. signifies the confidence score associated with
the bounding box. Additionally, each grid element calculates the C conditional class probabilities. The final
model output is a tensor with the shape S x S x (B * 5 4+ (). However, because multiple bounding boxes
may represent the same target in the input image, a nonmaximum suppression (NMS) algorithm is utilized to

remove these duplicate detections.

S xS grid on input

Final detections

Figure 8. The detection pipeline of YOLO.

NMS is employed as a postprocessing technique for filtering out redundant bounding boxes to obtain
final detections in object detection models. For this, NMS discards bounding boxes with lower confidence scores
using a predefined overlap threshold value, and just keeps the most accurate bounding box [60]. Algorithm 1
gives the pseudo code of this procedure.

The YOLO network is trained using the following, multipart loss function:
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Algorithm 1: Nonmaximum suppression.
Input: B={by, .., by}, C={c1, ..., en}, t
B is the list of initial detection boxes

C' contains corresponding detection scores
t is the NMS threshold

begin

F «{}

while B # empty do

m < argmax C

M «~ b,

F+« FUM B+ B-M

for b; in B do
if dou(M, b;) > t then
| B+ B — b; C «+
end

C—Ci

end

end

return F, C
end

s? B
Loss = )\coord Z Z ]]-;‘j]bj |:($z - ‘%2)2 + (yz - gz)Q}
i=0 57=0

+ Aeoord ii 15 l(\/f’ - \/@2 * (WZ— \/;) 21

i=0 j=0

Sy (- a) @)

i=0 j=0

S? B . 9
+ Anoobj Z Z ]l?;mb] (Ci - Ci)

i=0 j=0

S2
=1 D (i) = pile)’,
=0

cEclasses

where ]lfbj denotes if object appears in cell 7 and ]l;’Jb J denotes that the jth bounding box predictor
in cell 7 is responsible for that prediction. Moreover, Acoorq increases the loss from bounding box coordinate
predictions, and Apeobj decreases the loss from confidence predictions for bounding boxes that do not contain
objects.

Several subsequent versions of YOLO have been released in the past years, and each has distinctive
architectural reforms and features [36-42]. In July 2022, YOLOvT7 was introduced, with few improvements
significantly increasing detection accuracy and speed. The architectural changes of the YOLOv7 algorithm
include extended efficient layer aggregation network (E-ELAN), and model scaling for concatenation-based

models. In addition, the bag-of-freebies utilized in the YOLOv7 are planned reparameterized convolution,
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coarse label assignment for the auxiliary head and fine label assignment for the lead head, batch normalization
in conv-bn-activation topology, implicit knowledge, and exponential moving average [42]. The architecture of
the YOLOvVT network, comprising of input, backbone, neck, and head parts, is demonstrated in Figure 9. In
the input part, the image is rescaled to ensure uniform pixel dimensions before being fed into the backbone
network. On the other hand, the backbone consists of several E-ELAN, CBS, and MP1 modules. The CBS
module extracts image features at different scales and comprises convolution, batch normalization layers, and
sigmoid-weighted linear unit activation function (SiLU). Also, the E-ELAN is composed of a few CBS modules
and allows the algorithm to converge and learn more efficiently by maintaining the original gradient path. The
MP1 module consists of a max pooling layer and a CBS module.

The neck of the model is comprised of the path aggregation feature pyramid network (PA-FPN), including
EH-ELAN, SPPCSPC, CAT, MP2, and UP modules. PA-FPN is utilized because of its ability to accurately
preserve spatial information which aids in the proper localization of pixels. The SPPCSPC module consists of
CBS, CAT, and max pooling modules. The difference between MP2 and MP1 is that the number of channels
is doubled in MP2. The CAT module performs concatenation operations that fuse the features from previous
branches, and the UP module comprises up-sampling and CBS modules. Moreover, in the head part, the
YOLOV7 network applies a REP (RepConv) module to modify the number of image channels for the outputs
at three distinct scales from the neck part, and subsequently applies 1 x 1 convolution for predicting confidence,

class, and anchor frame.
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Figure 9. YOLOvV7 network structure diagram [61].
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Table 2. Hyperparameter configuration for the experiment.

Hyperparameters Value
Image size (pixel) | 640 x 640
Epochs 100
Batch size 16
Optimizer SGD
Initial learning rate 0.01
Momentum 0.937
Weight decay 0.0005

3.7. Design and implementation

All experiments in the study were carried out using the Python programming language and the PyTorch deep
learning framework. Also, the training and validation process of the YOLOv7 was conducted in the cloud-based
Google Colab environment which offers access to the NVIDIA Tesla T4 GPU. Due to the small dataset utilized
in the study, a transfer learning approach was employed. Transfer learning enables the reuse of weights learned
by models trained on large datasets including COCO and ImageNet in the training of the target model with a
smaller dataset. Furthermore, training the network from scratch, where the network weights of the model are
randomly initialized, is a very time-consuming process. Instead, with transfer learning, using weights learned
by a pretrained network allows the model to converge faster. Therefore, the training of the YOLOvV7 on the
vehicle dataset was initialized by using the weights that the model had previously learned in the COCO dataset.
The training hyperparameters of the model employed in the study are given in Table 2. These include an input
image size of 640 x 640 pixels, an initial learning rate of 0.01, a momentum of 0.937, weight decay set at 0.0005,
SGD as the optimizer, a batch size of 16, and 100 training epochs.

4. Experimental results

To avoid underfitting and overfitting of the model, whole training and validation processes were monitored
(Figure 10). There exist four types of losses generated during the training and validation of the YOLOvT:
bounding box loss, segmentation loss, and objectness loss. Objectness loss measures the probability of objects
being present within the predicted bounding box; a higher objectness score implies a greater probability of the
bounding box containing an object. Bounding box loss indicates how effectively the predicted bounding box
encompasses an object. Furthermore, segmentation loss measures the difference, on a per-pixel basis, between
the predicted target mask and the actual ground-truth target mask. During the YOLOvVT7 training and validation
stages, three loss graphs demonstrated a decreasing trend, and no overfitting was monitored in the model. As
illustrated in Figure 10a, it is obvious that the training loss curve of the algorithm converged in the initial
phases of the training. Furthermore, as depicted in Figure 10b, it can be observed that the validation loss
curve of the algorithm converged towards the end of the training process. After the completion 100 training
epochs, both the training and validation loss curves achieved their minimum values.

For qualitative performance analysis of the model, precision, recall, and mean average precision (mAP)
accuracy assessment metrics were utilized. Precision refers to how many of the objects predicted by the algorithm
are the actual vehicle, and recall refers to how many of all vehicles are predicted by the algorithm. The
precision and recall are computed based on true positive (TP), true negative (TN), false positive (FP), and

false negative (FN) detections. The mAP is computed as the average of the APs across various c classes, with
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AP representing the area under the precision-recall curve. In the calculation of the mAP, two intersections over
union (IoU) thresholds were employed: 0.50 (mAP@0.50) and a range from 0.5 to 0.95 with increments of 0.05
(mAP@0.50:0.95). The IoU quantifies the degree of overlap between the bounding box predicted by the model

and the actual ground truth bounding box. All these metrics are computed as follows:
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Figure 10. The loss graphs of the YOLOv7 model: (a) training loss graphs, (b) validation loss graphs.

As a result of the model evaluation, accuracy metrics were calculated for both the predicted bounding
boxes and the segmentation masks. The accuracy analysis results of the model are visualized in Figure 11. For
both bounding boxes and segmentation masks, the precision, recall, and mAP@0.50 metrics were calculated as
99.79, 97.54, and 99.46%, respectively. In addition, the mAP@0.50:0.95 metric reached 97.31% for bounding
boxes and 93.09% for segmentation masks. Since predicting the mask of the vehicles on a per-pixel basis was a
more complex problem than predicting the bounding box, and the mAP@0.50:0.95 metric required challenging
IoU threshold values, the segmentation masks reached a lower value than the bounding boxes. Considering the

computational load of the algorithm, the whole training and validation process took about 49 min.
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Figure 11. Result of the model evaluation metrics for (a) bounding boxes, (b) segmentation masks.

To analyze the performance of the algorithm in detail the F1-confidence (Equation 7), and precision-recall
(PR) curves were analyzed (Figure 12). The Fl-confidence curve is a measure of the precision and recall values
at any threshold. As seen in Figure 12a, when the confidence value optimizing precision and recall was 0.844,
the model attained an F1 score of 99%, indicating high accuracy.
Precision x Recall

Fl1=2
x Precision + Recall (7)

The precision-recall curve illustrated in Figure 12b indicates the changes in the precision values of the
algorithm as recall values increase during the training phase. In this case, the model achieved a mAP of 99.5%
with a threshold of 0.5 for a single vehicle class. In addition, the curve concentrates in the upper right corner,
indicating that the model can predict vehicles with high performance.

After the training and validation stages of the model, 20 UAV test images that were not introduced to the
model before were fed to the trained model, and the detection and segmentation results were visually analyzed
(Figure 13). As shown in the testing results, YOLOvV7 successfully detected the vehicles in the images and
produced the instance segmentation masks. The bounding boxes and pixel-wise instance segmentation masks
that the algorithm predicts for vehicle objects appropriately represent the boundaries of the objects. Besides,
the model successfully detected vehicle objects with different background conditions such as parking lots, roads,
and shadows. The model was also robust when it comes to different vehicle types, sizes, and orientations.
Although several vehicle targets were located close to one another, the model could draw the object boundaries
correctly. Moreover, an examination of the confidence scores located in the upper left part of the bounding box
delimited the targets indicated that the model consistently achieved confidence scores exceeding 90%. It can be
inferred from the produced results that the model had a high level of confidence in its predictions. Additionally,
the model exhibited an average prediction speed of about 62.3 milliseconds (ms) per testing image. Considering
all these results, the YOLOv7 model proved to be an accurate and real-time detector for vehicle recognition

applications.
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Figure 12. Learning process curves of the model: (a) Fl-confidence curve, (b) precision-recall curve.

Figure 13. Sample vehicle detection results on the UAV test images.

To investigate the real-time vehicle identification and tracking performance of the YOLOv7 on video
frames, a vehicle video was also fed into the model. The length of the video was 30 s and contained 726
frames. As a result of the testing process, the model achieved 0.5 ms preprocessing, 19.5 ms inference, and 1.0
ms postprocessing speed per frame. In the preprocessing stage, the image was converted to PyTorch tensors,
and the pixel values were normalized to 0.0-1.0. It should be mentioned that inference time is the processing
time performed within the model. In the postprocessing stage, a large number of overlapping bounding boxes

produced by the model are eliminated by the NMS algorithm, keeping the most appropriate high-confidence
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bounding box for the object. The sample frames generated as a result of testing the model on the video with
two tasks, vehicle detection and vehicle tracking, are illustrated in Figure 14. When the vehicle identification
and instance segmentation results of the model were examined, it was seen that it successfully detected and
located the vehicles in the video frame (Figure 14a). As a result of the analysis performed with the confidence
threshold value of 0.7, it was observed that the algorithm detected all the vehicle instances in the frame with
a confidence score of more than 80%. However, the model had a locating problem in predicting a truck-type
vehicle. The main reason was that there was no such type of vehicle sample in the UAV dataset in which
the model was trained. On the other hand, as a result of vehicle detection and tracking of the model, there
was a similar problem in the video frame (Figure 14b). Apart from vehicle detection, in this task, the way
traveled by the vehicle was tracked starting from the center point of the bounding boxes that delineate the
vehicles. Thereby, the blue lines in the video frame demonstrate the track where vehicles were traveling along
the road. According to these analyses, it was observed that the YOLOv7 exhibited superior performance in
real-time moving vehicle detection from videos, which was a challenging task, in addition to vehicle detection

and segmentation from UAV images.
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Figure 14. Testing results of the model in the video frames: (a) vehicle detection, (b) vehicle detection and tracking.
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5. Discussions and conclusion

Automated vehicle detection is a challenging task, limited by several performance reducing factors such as
different characteristics of vehicles, traffic density, and limited computer hardware capacity. Currently, issues
such as traffic monitoring and parking management in metropolitans highly depend on automated vehicle
detection. In addition, it is indispensable in search and rescue missions in accidents and disasters and, of
course, for military purposes. It is a significant fact that deep learning integration in automated vehicle
detection produces efficient results, especially when high-resolution data is used. In remote sensing, the highest
spatial resolution data can only be achieved by unmanned aerial vehicle (UAV) technology by means of low
flight altitudes. In addition, the multiaspect and oblique viewing capabilities of UAVs enable the creation of
realistic 3D mesh models of objects and high-quality orthomosaics. In this study, parking and moving vehicles
were automatically detected utilizing 2.5 cm GSD orthomosaic derived from 20 MP aerial photos captured by
different geometry 32 UAV flights. In the identification of vehicles in the campus orthomosaic images, the
popular deep learning-based YOLOv7 algorithm was utilized. Moreover, each detected vehicle was pixel-wise
masked by the instance segmentation feature of YOLOv7. Thus, each vehicle within one class in an image was
segmented as different samples and distinguished from the other. The mAP, precision, and recall accuracies
were estimated as 99.79, 97.54, and 99.46%, respectively. A study, conducted by Chen et al. [47], employed
YOLOVS5 to detect vehicles from the publicly available VisDrone dataset and they obtained mAP, precision, and
recall scores of 89.6, 91.9, and 82.5%, respectively. Amato et al. [49] employed the YOLOv3 model to detect and
count vehicles in UAV imagery. They utilized the two public dataset, and achieved 97% precision and 95% recall
for the CARPK dataset and 95% precision and 86% recall PUCPR+ dataset. Ammar et al. [50] conducted
a comparative experiment between the performance of the Faster R-CNN, YOLOv3, and YOLOv4 algorithms
for the detection of cars from UAV imagery. In the current research, the findings of the previous study were
extended using the YOLOvT algorithm, and performance investigation was performed for both vehicle detection
and tracking. They utilized a publicly available Stanford dataset and their own PSU dataset, both of which
consist of drone imagery. While they achieved the highest recall and F-1 scores on the PSU dataset using
YOLOV4, they obtained the best values with Faster R-CNN on the Standford dataset. However, the recall and
F-1 scores obtained in both datasets were lower than 98%. Additionally, the efficacy of the model predictions
was also validated by F1-confidence and precision-recall curves in this study. As a secondary step of the analysis,
the trained model was applied to a 30-s video and observed that the confidence scores for all predicted vehicles
were over 80%. One of the most important findings to conclude from this study is the substantial impact of the
quality and characteristics of the dataset on the performance of the deep learning algorithm. More specifically,
the representative capability of the training instances has a critical effect on the accuracy and transferability of
the algorithm. The employed model only failed in cases of trucks that did not exist in the training dataset as
there were no trucks in the parking lots of the university campus. This is obviously a developing issue for future
studies with the extension of the dataset by adding different types of cars (e.g., trucks). Given the significance
of the computational cost of the deep learning methods, the training of YOLOvV7 only took less than one hour
and predicted cars with about 21 ms per frame of test video, indicating real-time performance. In a nutshell,
the results demonstrated that the usage of a very high-resolution UAV orthomosaic and YOLOv7 deep learning

algorithm together reveals high performance in automated vehicle detection.
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