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Abstract: Classification model with imbalanced datasets is recently one of the most researched areas in machine learning
applications since they induce to the emergence of low-performing machine learning models. The imbalanced datasets
occur if target variables have an uneven number of examples in a dataset. The most prevalent solutions to imbalanced
datasets can be categorized as data preprocessing, ensemble techniques, and cost-sensitive learning. In this article,
we propose a new hybrid approach for binary classification, named FuzzyCSampling, which aims to increase model
performance by ensembling fuzzy c-means clustering and data sampling solutions. This article compares the proposed
approaches’ results not only to the base model built on an imbalanced dataset but also to the previously presented state-
of-the-art solutions undersampling, SMOTE oversampling, and Borderline Smote Oversampling. The model evaluation
metrics for the comparison are accuracy, roc_auc score, precision, recall and F1-score. We evaluated the success of
the brand-new proposed method on three different datasets having different imbalanced ratios and for three different
machine learning algorithms (k-nearest neighbors algorithm, support vector machines and random forest). According
to the experiments, FuzzyCSampling is an effective way to improve the model performance in the case of imbalanced
datasets.

Key words: Binary classification, imbalanced datasets, machine learning, sampling, fuzzy c-means

1. Introduction
Advances in hardware technology, device processing capacity, and the resulting increase in the volume of stored
raw data allow machine learning algorithms to be employed more effectively. Companies have started a race to
adapt machine learning algorithms to their own businesses to remain ahead of their competitors. The widespread
use of machine learning across industries has also accelerated the emergence of solutions to real issues that may
constitute obstacles to the building of successful models. Classification with imbalanced datasets is one of the
study areas that occurs when the number of examples belonging to one of the target variables dominates the
other variable.

The main goal of classification is to look for a relationship between the input variables and target variables
[1] . There are three types of classification, namely, binary classification, multiclass classification, and multi-label
classification. Binary classification refers to the process of assigning items to one of two groups [2]. A wide range
of sectors benefit from binary classification to tackle industry-specific problems such as spam detection, disease
diagnosis, customer purchase behavior, and more. Multiclass classification arises in the case of multiple class
∗C orrespondence:  abdullah.maras@gmail.com
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labels for the target variables [3]. Some applications of multiclass classification are face classification, plant-
animal species classification, and network intrusion detection systems. Multi-label classification, in addition to
binary and multiclass classification, deals with data issues in which one or more class labels are projected for
each data point [4].

The majority of conventional machine learning methods assume a balanced class distribution in the
dataset [5]. In the case of imbalanced datasets, the algorithms are unable to accurately capture data distribution
characteristics. This results in poor prediction performance of target variables. Working with imbalanced
datasets is essential in various real-world machine-learning applications. Fraud detection [6], spam e-mail
detection [7], disease diagnosis [8], and text classification [9] are all examples of areas that suffer from imbalanced
datasets.

Machine learning algorithms will learn more from the majority class in the scenario of an imbalanced
dataset which leads to results influenced by the majority class [10]. The learning process on imbalanced datasets
can still provide good accuracy scores. A good accuracy score, on the other hand, is not always indicative of a
good model. Since the model learned the pattern mostly from the majority class, the success of the minority
class prediction may not be as good as the majority class. Intrinsic or extrinsic reasons for imbalanced datasets
can arise [11]. The intrinsic imbalanced datasets emerge based on the nature of the problem. One typical
example in the healthcare field is the separation of healthy people and patients with rare diseases. The dataset
would have a skewed distribution since it is impossible to collect examples of rare diseases as much as you can
collect healthy samples. The project time, improper data collection, and data storage limitations can exemplify
the extrinsic imbalanced datasets. In cases where the imbalanced dataset problem is observed, other problems
such as small disjuncts, class overlapping, and noisy examples can be seen at the same time [12]. Subproblems
accompanying imbalanced datasets may require more complicated solutions.

The difficulty level of challenges in imbalanced datasets differs based on the distribution of the target
variable. The Imbalance Ratio (IR) is a statistic that compares the complexity levels of various datasets by
dividing the number of negative class instances by the number of positive class examples [13]. Researchers
publish their proposed methods with the imbalance ratio of datasets. There are various proposed strategies
to cope with imbalanced datasets given the diverse nature of datasets in different industries and the fact this
has been a highly studied topic in recent years. Data preprocessing, ensemble techniques, and cost-sensitive
learning are the three main divisions to summarize these solutions [14]. Data preprocessing solutions, also
known as data-level solutions, strive to balance the distribution of target classes. The fundamental benefit of
these methods is that they are unaffected by the chosen classifier [14]. Undersampling and oversampling are the
two most prevalent data preprocessing methodologies employed by practitioners and scholars. Undersampling
techniques attempt to balance datasets by removing instances, whereas oversampling approaches attempt to
balance datasets by replication of existing instances or generation of new instances from current ones. However,
both undersampling and oversampling methods have their own set of challenges so researchers come up with
hybrid solutions that utilize both undersampling and oversampling techniques [15]. Ensemble techniques might
leverage either cost-sensitive learning or data preprocessing approaches to deal with imbalanced datasets [14, 16].
Ensemble methods can also benefit from an ensemble classifier that is a combination of several classifiers to
increase model performance. The final set of solutions addressing imbalanced datasets is cost-sensitive learning
that increases the model performance by evaluating misclassification costs [17]. Practitioners and scholars
mostly pay more attention to minority classes in imbalanced datasets. As a result, the minority class is critical
in determining the cost of misclassification and the penalties.
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Recently, researchers have been drawn to ensemble strategies in order to improve model performance
and mitigate the downsides of undersampling and oversampling approaches. As the demand to work with
imbalanced data sets has grown, so has the number of proposed solutions in this field.

The remainder of the work is structured as follows. Section 2 introduces the related work, and Section 3
contains the suggested strategy’s technical background. Section 4 presents our FuzzyCSampling methodology,
and Section 5 provides experimental results from dataset selection to evaluation results. Finally, Section 6
concludes the article with an overview.

2. Related work
Numerous publications are focused on the imbalanced dataset issue. Scientists are attempting to fix this matter
by presenting datasets to algorithms in a balanced manner. The problem first captured great attention in the
early 2000s. Many topics from problem definition to solutions are introduced in this decade, resulting in a
new era of field progression [18, 19]. Especially there is a considerable amount of work on sampling techniques
that can be grouped under data preprocessing solutions. However, among these approaches, the data extracted
from the dataset causes information loss in the undersampling techniques, and duplication of data from the
minority class generates overfitting in the oversampling approach [20]. Chawla et al. [21] introduced Synthetic
Minority Over-sampling Technique (SMOTE) to overcome the disadvantage of the oversampling approach. The
SMOTE approach generates samples from the minority class synthetically. Minority class samples are replicated
repeatedly in the oversampling approach, whereas fresh samples are created in the SMOTE method. Han et
al. proposed borderline-SMOTE1 and borderline-SMOTE2, approaches that only oversample the minority
cases around the boundary between the majority target variable and minority target variable [22]. Liu et al.
[23] study on the drawbacks of undersampling technique resulted in two new approaches: EasyEnsemble and
BalanceCascade. EasyEnsemble takes a subset of the major class, trains a learner with each of them, and then
combines their outputs. BalanceCascade is built similarly, although, unlike EasyEnsemble, it excludes from
further examination accurately categorized major class instances of trained learners [23].

The hybrid approaches are the subject of more recent studies. Researchers are more likely to combine
several solutions for imbalanced data to boost the explanatory power of the model. Ramentol et al. put forth
a brand-new hybrid approach that combines the synthetic minority oversampling technique with an editing
method based on rough set theory to improve the quality of produced synthetic data [24]. SMOTEBoost [25]
is developed to improve SMOTE that generates synthetic instances from the uncommon or minority class by
Chawla et al. SMOTEBoost combines the SMOTE and the boosting procedure to modify and update the weights
and correct for skewed distributions. Another combination of sampling and the boosting algorithm is RUSBoost
[26]. RUSBoost has a similar approach to the SMOTEBoost. Unlike the SMOTEBoost, the RUSBoost benefits
from random undersampling to balance the datasets. The comparison between SMOTEBoost and RUSBoost
shows that RUSBoost is more straightforward and faster than SMOTEBoost [26]. EHSO is introduced as a result
of overlapping areas significance that employs a combination of undersampling and oversampling procedures [27].
EHSO’s primary goal is to increase the visibility of the decision border by eliminating pointless majority class
samples. EHSO utilizes evolutionary undersampling [28] to determine the best trade-off between classification
performance and the replication ratio of random oversampling. S. Garc´ıa and F. Herrera [28] investigate
the model performance when different fitness functions are used for evolutionary undersampling to balance
the dataset. EUSBoost [29] is also an evolutionary undersampling-based approach to improve RUSBoost
performance proposed by Galar et al. They considered employing evolutionary undersampling rather than
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random undersampling. Zhang et al. introduce an upgraded version of EUSBoost, called EHSBoost, which
makes use of the strengths of both undersampling and oversampling techniques [30].

Ensemble tactics, which combine sampling techniques with a classification algorithm, are another exten-
sively used tool for dealing with imbalanced datasets. To overcome the drawback of undersampling techniques,
a rotation forest classifier was employed in conjunction with an undersampling strategy by H. Guo, X. Diao, and
H. Liu [31]. They profited from rotation forest since it is more responsive to sampling strategy and generation
of individual classifiers is easier. Sun et al. focused on enhancing the number of synthetic samples produced
around the minority target variable by combining SMOTE and Adaboost support vector machine [32]. SMOTE
was also ensemble with a decision tree by taking into account varied sampling rates to strengthen the variation
of the base classifiers [33]. MEBoost is also introduced as a result of being influenced by ideas such as RUSBoost
and SMOTEBoost [34]. MEBoost differs from comparable algorithms in that it uses multiple learners, which
are decision trees and additional tree classifiers.

Fuzzy approaches are also implemented to increase the model performances. H. Patel and G.S. Thakur
proposed a hybrid fuzzy weighted nearest neighbor to deal with imbalanced datasets problem [35]. They also
applied adaptive K-nearest neighbor to improve fuzzy K-nearest neighbor classification [36, 37]. H. Patel,
D.S. Rajput, O.P. Stan, and L.C. Miclea proposed an updated version of the fuzzy adaptive nearest neighbor
algorithm which aims to use optimal weights [38].

The explosive growth of research in the discipline has also resulted in literature reviews to keep academics
up to date and track progress. A bibliometric analysis has been conducted to present field progression,
collaboration of authors and countries, and the most cited publications [39]. The bibliometric analysis findings
show that SMOTE and variations of it are still among the most implemented solutions for imbalanced datasets.
In reviews, the effectiveness of the ensemble of sampling and bagging procedures is highlighted [40]. Galar et
al. presented an ensemble taxonomy and performed an empirical comparative analysis of the most commonly
used ensemble strategies [41]. Liu and Zhou also conducted experiments on different ensemble approaches and
compared the results [42]. They also emphasized the lack of research on imbalanced datasets for multiclass
classification problems. Patal et al. review imbalanced datasets problem for wireless sensor networks [43].

According to literature surveys, there is a definite tendency toward balancing the imbalanced datasets
before training the classification models. It is evident that the distribution of target variables has a substantial
impact on model performance. Recent researches have concentrated on ensemble solutions. In this study, we
have also presented an ensemble approach that combines fuzzy c-means clustering and sampling approaches
to increase model performances by reducing information loss. In the next section, we present the technical
background that we benefitted from.

3. Technical background

This section outlines the components of the proposed FuzzyCSampling strategy, as well as the technical
background information. Although sampling procedures are effective ways to deal with imbalanced datasets,
they also have drawbacks that degrade model performance. The proposed strategy applies fuzzy clustering before
the sampling strategies to balance the datasets by reducing these disadvantages. The following subsections
summarize the utilized algorithms that benefited and the widely used state-of-the-art solutions for comparison
purposes.
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3.1. Fuzzy c-means clustering

Clustering algorithms are used to generate groups from a dataset based on similarities. The K-means algorithm,
the simplest and widely used clustering algorithm, aims to partition a dataset into k number of groups where k is
specified explicitly [44]. Clustering algorithms are divided into two main categories as hard and soft clustering.
In hard clustering, each data point is assigned to just one cluster, but in soft clustering, a data point can be
assigned to numerous clusters with its probability. The Fuzzy C-means clustering (FCM) used in our suggested
technique is simply a soft clustering method [45].

3.2. Sampling methodologies

The sampling strategies are one of the key approaches to dealing with imbalanced datasets at the data level.
The undersampling and the oversampling are prominent examples of sampling strategies. Given the fact that
the machine learning algorithms are expected to be trained with balanced datasets to observe better results,
the imbalanced ratio, and size of the majority and minority class variables also affect the model performance
[39].

3.2.1. Undersampling

The undersampling approaches attempt to balance the datasets by removing instances from the majority target
variable. The random undersampling is the simplest and fastest implementation that randomly eliminates
the examples. However, removing the data from datasets can also result in information loss which is the
main drawback of undersampling approaches. To address the shortcomings, several enhanced undersampling
procedures, such as the ones shown above, are proposed [26, 29, 46, 47].

3.2.2. Oversampling

The oversampling approach aims to balance the dataset by replicating minority class examples in contrast to
undersampling. The random oversampling is also the easiest implementation that duplicates examples in the
minority class randomly. Oversampling, like undersampling, has significant disadvantages. The overfitting issue
can be observed from the usage of oversampling.

SMOTE is one of the main versions of oversampling to obtain better model performance. SMOTE
produces synthetic points in order to enhance the number of examples of minority target variables [21]. Minority
target variables and the k-nearest neighbours method are used to produce synthetic data points. In comparison
to large datasets, SMOTE can produce good results with smaller datasets. The creation of synthetic data is
also affected by its size in terms of time.

Borderline-SMOTE was developed based on SMOTE [22]. There are additionally two Borderline-
SMOTE variants, with the primary distinction being the oversampling of the majority target examples.
Borderline-SMOTE1 oversamples both the majority and minority target variables in the decision border, whereas
Borderline-SMOTE2 only oversamples the minority target variables.

3.3. Classification algorithms

Classification problems are a subfield of supervised machine learning algorithms. Supervised learning algorithms
are trained by features of each data point in a dataset and its predefined labels. The three most widely used
algorithms are chosen for experimental purposes. K-nearest neighbors (k-NN) assume that data points should
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be in the same class if their measured distance is small [48]. k-NN is a simple method that can be used for
nonlinear data. However, it can be slow for big datasets because of the computational work of calculating
distances for each point. k-NN is also sensitive to imbalanced datasets [49]. Random Forest (RF), an ensemble
learner, combines the output of numerous decision trees to produce a single conclusion [50]. Random forest,
as opposed to decision trees, reduces the possibility of overfitting. It is also a preferable choice for imbalanced
datasets since it penalizes misclassification errors for each tree and produces superior results when combined
with sampling strategies. Support vector machines (SVM) search for a hyperplane (line) to differentiate two
classes [51]. SVM can work with both linearly separable and nonlinear datasets by choosing the appropriate
kernel method. SVM margins favor the majority target variable in the scenario of imbalanced datasets.

3.4. Evaluation metrics
Various evaluation metrics can be used to evaluate the performance of a classification model. Among them,
accuracy is a frequently used metric since it is easy to calculate and interpret the results. Accuracy is essentially
the ratio of properly predicted values to the number of all dataset instances ((TP + TN) / (TP + TN + FP +
FN)) [52]. We benefited from the confusion matrix to define the main evaluation metrics that are summarized
in Table 1. The confusion matrix’s four primary values are displayed in Table 1 and are described following
[52, 53].

Table 1. Confusion matrix for a binary classification problem

Predicted positive Predicted negative

Actual positive True Positive (TP) FalseNegative (FN)
Actual negative False Positive (FP) TrueNegative (TN)

• TP: The number of positive instances that are correctly predicted as positive, True Positive

• TN: The number of negative instances that are correctly predicted as negative, True Negative

• FP: The number of negative instances that are incorrectly predicted as positive, False Positive

• FN: The number of positive instances that are incorrectly predicted as negative, False Negative

Despite its ease of interpretation, accuracy can produce misleading results in the case of imbalanced
datasets. Precision, recall, F1-score, and area under the curve are also calculated within the limitations of
this study to provide a sound interpretation of the findings [52, 53]. Precision is a measure to calculate the
percentage of correctly predicted true positive instances out of all predicted true positive instances (TP / TP
+ FP). The performance of the model improves as the precision value increases. The recall tries to answer the
question of how many true positive points are correctly classified from all positive instances (TP / TP + FN).
Recall and precision have the same interpretation. Higher recall values also indicate better classification models.
By calculating the harmonic mean of a classifier’s precision and recall, the F1-score integrates both into a single
metric. Determining the model performance can be particularly challenging when recall and precision show
contradictory behavior. In these circumstances, F1-score is advantageous. The better classification models have
a higher F1-score, which ranges from 0 to 1.
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The recall is also known as true positive rate (TPR) while precision is called false positive rate (FPR).
The Receiver Operator Characteristic (ROC) curve is a common method to measure the binary classification
models’ success. The ROC curve is a plot of the TPR versus FPR at various threshold values. As a summary of
the ROC curve, the area under the curve (AUC) explains the model performances. AUC values that are higher
also achieve greater model results.

4. FuzzyCSampling
This section introduces our proposed approach which is a data-level strategy to balance the dataset’s class
distribution, from an algorithmic standpoint by utilizing the previously explained methods. Figure 1 depicts
the block diagram of the proposed FuzzyCSampling approach. FuzzyCSampling starts with identifying majority
and minority target variables. Then, the majority target class is divided into k number of clusters by fuzzy
c-means clustering. The primary objective of using fuzzy c-means clustering is to reduce information loss while
balancing the dataset. A data point can be assigned into multiple clusters by fuzzy c-means clustering with a
likelihood. We also implement fuzzy c-means clustering since it delivers better results for overlapped boundary
regions. The newly generated clusters are undersampled if they have more instances than the minority target
variable. After that, a new dataset is generated from undersampled cluster instances and minority target variable
instances. While generating the new decreased IR dataset, the minority target variable is left unchanged.

The skewed characteristics of the freshly created dataset have lowered. However, the dataset is still
imbalanced. As a second approach, we also implement an oversampling step to balance the dataset obtained
from FuzzyCSampling. We oversample the train data resulting from the hold-out method. In section 5, the
comparative outcomes of novel methods are shown.

5. Experiments
In this section, we described our experiments with FuzzyCSampling to handle imbalanced datasets. We also pre-
sented a comparison of FuzzyCSampling with predominantly employed solutions for imbalanced datasets includ-
ing such undersampling, SMOTE, and BorderlineSMOTE oversampling. The Python programming language has
been used to conduct the experiments in this research (Python 3.7.9). We have utilized scikit learn (0.24.0)[54],
pandas (1.3.1)[55], numpy (1.21.5)[56], fcmeans(1.6.3)[57], matplotlib(3.4.2)[58], and imblearn(0.7.0)[59] open
source libraries. The experiment was conducted on a computer equipped with Intel Core i7 – 2.70 GHz CPU,
32GB of RAM, and Windows 10 with the 64-bit operating system. The aforementioned classifiers k-NN, RF, and
SVM have been implemented without extensive hyperparameter optimization. We have also created a model
without sampling strategies for comparative purposes. We utilized five evaluation metrics to assess classification
performance which are accuracy, precision, recall, AUC, and F1-score.

5.1. Experimental datasets
We evaluated the effectiveness of the proposed approach on three datasets from different domains with a wide
range of IR. Table 2 summarizes the main features of the datasets which are dataset size (size), minority target
variable size (#min), majority target variable size (#max), imbalanced ratio (IR), and the number of attributes
used in the dataset (#attr).

The values in Table 2 show the dataset characteristics obtained after initial filtering for model input data.
Table 2 lists the datasets in order of their IR. The Pima Indians Diabetes Database is a dataset with the least
IR that belongs to the health domain [60]. The dataset’s goal is to diagnostically forecast whether a patient
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Figure 1. Block diagram of the proposed approach (FuzzyCSampling).

Table 2. The features of the datasets

Name Size #min #max #attr IR
Pima Indians Diabetes Database 768 268 500 8 1.87
KDD Cup network intrusion detector Dataset 88831 999 87832 29 88
Credit Card Fraud Detection 275663 473 275190 29 581.8

has diabetes using diagnostic metrics contained in the dataset. The KDD Cup Dataset is an international
competition dataset that is originally a multiclass classification problem with the objective of developing a
network intrusion detector [61]. We chose the target variables ”normal” and ”r2l” to construct a new dataset
for the binary classification task. The ”normal” target variable is our majority target variable with a size
of 87,832 and ”r2l” is selected for our minority target variable with a size of 999. We have also only used
29 attributes —including our target variable— out of 42 following our fundamental preprocessing. The third
dataset is related to detecting credit card fraud. The dataset includes credit card transactions performed by
European cardholders in September 2013 with a size of 275,663 samples after preliminary analysis [62]. Twenty-
eight variables out of 30 are obtained from PCA analysis. Only ‘Time’ and ‘Amount’ features are given in
original values. We have utilized the ‘Amount’ and the 28 PCA features for building the model.
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We have adopted the hold-out method for model evaluation. For the sake of simplicity and common
practice in the field, all datasets were divided into 70% and 30% training and testing, respectively. The datasets
were divided prior to the sampling step in order to prevent data leakage.

5.2. Experimental result and discussion

In this section, we summarize the FucczyCSampling approach’s performance in terms of the aforementioned
evaluation metrics. Table 3, Table 4, and Table 5 present experiment results of Pima Indians Diabetes, KDD
Cup Network Intrusion Detector, and Credit Card Fraud Detection datasets respectively. We discuss the results
according to the datasets, algorithms, and sampling strategies. We also shared the experimental results of the
algorithms without any balancing strategies that are represented by “I.D.”

Table 3 shows that the proposed FuzzyCSampling approach outperforms state-of-the-art approaches in
terms of accuracy, AUC, and F1-score for k-NN algorithm. In addition, FuzzyCSampling surpasses I.D. for
all evaluation metrics. However, undersampling and BorderlineSMOTE approaches are preferred over FuzzyC-
Sampling in terms of precision and recall respectively. FuzzyCSampling, in particular, improves F1-score signif-
icantly. When utilized in conjunction with RF, FuzzyCSampling significantly outperforms the undersampling
approach. We avoid making a comparison between sampling techniques for SVM in terms of evaluation metrics
since SVM algorithm-based approaches do not give satisfactory results. For the Pima Indians Diabetes Dataset,
FuzzyCSampling always outperforms the combination of FuzzyCSampling and BorderlineSMOTE.

Table 3. Experiment results for Pima Indians Diabetes dataset.

k-NN RF SVM
Sampling Technique ACC AUC PRE REC F1 ACC AUC PRE REC F1 ACC AUC PRE REC F1
I.D. 85.7 81.6 82.5 70.0 75.9 89.0 85.0 87.0 77.0 82.0 33.0 25.0 2.0 2.0 2.0
Undersampling 80.7 80.9 90.4 69.5 78.6 79.5 79.5 81.8 76.8 79.2 24.8 24.6 29.03 32.9 30.8
SMOTE 86.5 85.4 77.2 82.4 79.7 88.3 86.0 83.0 79.7 81.3 17.0 17.0 9.0 17.5 12.0
BorderlineSMOTE 80.0 81.0 64.5 83.7 72.9 89.1 87.5 82.6 83.7 83.2 17.7 16.9 7.0 14.0 10.0
FuzzyCSampling 88.5 87.2 88.0 81.4 84.6 85.6 84.2 84.0 77.7 80.7 28.7 25.0 8.0 8.0 8.0
FuzzyCSampling+
BorderlineSMOTE 85.1 85.6 77.1 87.6 82.0 84.6 83.4 81.8 77.7 79.7 17.7 16.7 9.0 12.0 10.0

Table 4’s analysis of experiment findings using the KDD Cup Dataset shows that FuzzyCSampling con-
siderably outperforms previously proposed sampling strategies in F1-score for k-NN algorithm. While there is
a decrease in recall, FuzzyCSampling also provides the highest precision score of any sampling method. When
FuzzyCSampling is used in conjunction with the RF algorithm, it produces better results in terms of accuracy,
precision, AUC, and F1-score, especially in comparison to I.D. and undersampling. The FuzzyCSampling-based
RF model performs similarly or slightly worse than previous approaches in recall. All sampling methods and I.D.
typically produce poor performance outcomes for the SVM algorithm. Table 4 demonstrates that FuzzyCSam-
pling produces favorable performance to oversampling techniques. The implementation of BorderlineSMOTE
after FuzzyCSampling decreases the model performance according to the comparison of FuzzyCSampling and
FuzzyCSampling combined with BorderlineSMOTE. FuzzyCSampling improves the F1-score performance of all
three algorithms.

Table 5 presents the experimental results of FuzzyCSampling on the model created using the Credit
Card Fraud Detection dataset that has the biggest size and IR among the experimental datasets. FuzzyCSam-
pling performs better than I.D., SMOTE, and BorderlineSMOTE in F1-score for k-NN algorithm. Although
FuzzyCSampling produces mildly worse recall results than undersampling, it produces better precision results.
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Table 4. Experiment results for KDD Cup Network Intrusion Detector dataset.
k-NN RF SVM

Sampling Technique ACC AUC PRE REC F1 ACC AUC PRE REC F1 ACC AUC PRE REC F1
I.D. 99.8 96.3 96.8 92.6 94.7 99.0 98.1 98.2 96.3 97.3 98.4 64.1 29.4 29.0 29.2
Undersampling 98.7 97.7 47.6 96.6 63.8 98.7 97.8 47.3 97.0 63.6 97.7 93.2 32.2 88.6 47.2
SMOTE 99.7 98.7 83.2 97.6 89.8 99.9 98.1 97.6 96.3 96.9 94.2 96.4 16.2 98.6 27.8
BorderlineSMOTE 99.7 98.8 84.0 98.0 90.4 99.9 98.3 98.9 96.6 97.8 94.5 95.2 16.7 96.0 28.4
FuzzyCSampling 99.8 97.0 94.9 94.6 94.8 99.9 98.2 99.3 96.3 97.8 98.5 73.0 36.0 47.0 41.0
FuzzyCSampling+
BorderlineSMOTE 99.3 98.5 65.4 97.6 78.3 99.9 98.3 96.3 96.6 96.5 94.7 95.5 17.2 96.3 29.2

FuzzyCSampling also results in an improvement in all evaluation metrics for RF-based models except the under-
sampling strategy. In addition, FuzzyCSampling produces better outcomes in terms of AUC and precision when
compared to undersampling. SVM-based models on Credit Card Fraud Detection dataset perform better than
models created using earlier datasets. Aside from the undersampling strategy, FuzzyCSampling significantly
enhances the performance of SVM-based models. Table 5 shows us that the ensemble of FuzzyCSampling and
BorderlineSMOTE decreases the performance of the FuzzyCSampling. However, implementing a final oversam-
pling step increases the model performance in terms of recall. Overall, oversampling highly imbalanced datasets
degrades model performance in terms of precision, recall, and F1-score when compared to undersampling strate-
gies.

Table 5. Experiment results for Credit Card Fraud Detection dataset.
k-NN RF SVM

Sampling Technique ACC AUC PRE REC F1 ACC AUC PRE REC F1 ACC AUC PRE REC F1
I.D. 99.0 85.7 87.5 71.5 78.7 99.0 86.8 94.3 73.7 82.7 99.0 66.3 37.1 32.8 34.0
Undersampling 91.5 91.3 96.7 85.5 90.7 94.0 93.9 96.1 91.3 93.6 88.7 88.6 91.4 84.7 87.9
SMOTE 99.9 89.0 71.8 78.1 74.8 99.9 88.3 92.1 76.6 83.3 98.8 89.9 10.8 81.0 19.1
BorderlineSMOTE 99.9 88.6 71.6 77.3 74.3 99.9 85.7 94.2 71.5 81.3 94.0 84.9 0.2 75.9 4.0
FuzzyCSampling 94.5 91.4 98.3 83.5 90.3 96.0 94.1 97.0 89.2 93.2 85.1 83.0 74.6 77.8 76.2
FuzzyCSampling+
BorderlineSMOTE 90.5 92.0 78.3 95.7 86.1 94.9 94.3 90.9 92.8 91.8 73.3 75.7 54.2 82.1 65.3

6. Conclusion
Imbalanced datasets, defined as a skewed distribution of target variables, have always presented a challenge to
machine learning models. Many solutions for mitigating the negative effects of imbalanced datasets on model
construction have been proposed. This article presents a novel method, called FuzzyCSampling, for learning from
imbalanced datasets which is based on fuzzy c-means clustering and sampling strategies. On various datasets
from various industries, we presented the performance of the proposed FuzzyCSampling approach in comparison
to formerly proposed approaches. Experiments utilizing datasets with varying degrees of IR demonstrate that
FuzzyCSampling significantly improves model performance. The experiments led to the following findings:

• For all three datasets, FuzzyCSampling enhances the performance of the k-NN method more than RF and
SVM algorithms.

• Throughout this study, FuzzyCSampling performs better regardless of dataset size or IR. More experiments
on diverse datasets are needed to establish a link between FuzzyCSampling performance and dataset size.

• FuzzyCSampling always shows a slight improvement regardless of IR. F1-score and AUC performance
have increased noticeably.
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• FuzzyCSampling mostly outperforms oversampling strategies in F1-score and AUC. The findings also
demonstrate that, depending on the dataset, the proposed solution outperforms the undersampling strat-
egy.

• FuzzyCSampling also reveals that soft clustering techniques can improve model performance by reducing
information loss.

• The findings also support the concept that for imbalanced datasets accuracy can result in misleading
interpretation of the model [52].

Although the proposed technique has improved the model performance for the specified datasets, more
work will be required to fix the shortcomings and thoroughly examine the model performance. We only tested
FuzzyCSampling with three classification algorithms in the scope of this article. Future research will focus
on testing FuzzyCSampling with more learners. FuzzyCSampling uses a cluster number that is determined
heuristically. Future studies will also concentrate on the automatic determination of cluster numbers. Even
though the scope of this research is limited to the binary imbalanced classification problem, the proposed
strategy can be adapted to multiclass classification problems for future studies. The results of the experiments
also highlight the importance of selecting appropriate evaluation metrics in order to pinpoint model performance,
as proposed strategies perform differently in terms of evaluation metrics. Finally, more datasets with different
degree of IR from various industries will be examined by using FuzzyCSampling to solidify the performance of
the proposed approach.
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