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Abstract: This study aims to make sense of the autonomous system and the railway environment for railway vehicles.
For this purpose, by determining the railway line, information about the general condition of the line can be obtained
along the way. In addition, objects such as pedestrian crossings, people, cars, and traffic signs on the line will be
extracted. The rails and the rail environment in the images will be segmented with a semantic segmentation network.
In order to ensure the safety of rail transport, computer vision, and deep learning-based methods are increasingly used
to inspect railway tracks and surrounding objects. In particular, the extraction of objects around the railway line has
become an important task. The dataset contains images of the railway line and its surroundings, which were obtained
in changing environmental conditions, at different times of the day, and under poor lighting conditions. In this study,
a new method is proposed for the extraction of objects in and around the railway line. The proposed approach first
applied Unet-based segmentation methods on the dataset. Then, a method that improves Unet performance based on
the ensemble model is proposed. ResNet34, MobileNetV2, and VGG16 backbones were used to improve segmentation
performance. The proposed model is based on the ensemble decision-making process, significantly contributing to the
semantic segmentation task. Experimental results of the developed model show that it gives 85% accuracy rate and 54%

average loU results.
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1. Introduction

Due to the widespread use of railways and the fact that fast transportation is indispensable in human life,
the timely detection of defects in railways has become a critical issue. This study aims to automate the
railway maintenance operations carried out with traditional methods. For this purpose, firstly, the focus is on
determining the railway line and its surrounding objects. This study proposes a deep learning-based method to
determine the objects in and around the railway line. Segmentation is the unmasking of the image by performing
a pixel-based estimation. There are two types of segmentation, semantic and instance segmentation. Semantic
segmentation is when pixels in the same object have the same label. Instance segmentation, on the other
hand, is labeling different instances of the same objects differently [1]. A method for object-based analysis of
the railway line and its surroundings based on semantic segmentation was proposed. Although the proposed
method basically uses the Unet approach, it contributes to metrics such as accuracy rate and average IoU. In this
study, the effect of an ensemble learning model consisting of different backbones used in the U-Net architecture

on semantic segmentation performance was examined. The rails and the rail environment in the images will
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be segmented by a network that performs semantic segmentation. Rail transport is one of the most important
modes of transport today. With the development of high-speed trains, railway transportation started to be
preferred more by people in transportation. As of 2020, 148 thousand people preferred railway transportation

in Turkey [2].

Gibert et al. determined the materials belonging to 10 classes used on the railway line with a semantic
segmentation-based method. They achieved an accuracy rate of 93% with the Deep Convolutional Neural
Network (DCNN) method they developed [3]. Periodic monitoring of the perimeter of the railway line is
essential to ensure railway safety. Traditional image processing methods only study the railway line of a simple
background. He et al. designed the Deep Semantic Segmentation Convolutional Neural Networks (DSSCNN)
method to make sense of the railway scene [4]. The method they designed was more successful than fully
convolutional networks (FCN). In another study, a pixel-based semantic segmentation model was proposed to
detect railway facilities around the railway line [5]. As a result of the study, a mean IoU value of 0.49 was
obtained. Semantic segmentation is not only used to make sense of the railway line and its surroundings. It
has been used to detect anomalies on the railway [6]. Wang et al. proposed a new surface defect detection
network based on Mask Region-Based Convolutional Neural Networks (Mask R-CNN) to detect rail defects
[7]. Experimental evaluation showed that the proposed model achieves an average accuracy (MAP) of 98.70%
on the dataset and can locate the defect more accurately. Li et al. proposed a semantic segmentation-based
algorithm to detect rail fasteners. In the study, they proposed a semantic segmentation-based model for rail
fastener detection that detects and classifies rail fastener states by combining PSPNet and vector geometry
measurements. As a result of the study, fasteners in different situations were detected at a rate of 93% [8].
Mobile mapping methods for railway safety have also been developed in the literature. Grandio et al. mapped
the railway line by a method based on semantic segmentation. The methodology of the study is to segment
both linear and punctual elements from the railway infrastructure and test it in four scenarios. I- 90 km long
railway; II- 2 km long point clouds of poor quality; ITI) - 400 m long high-quality point clouds; IV- The 1.4 km
long railway was recorded with the aerial mapping system. The longest was used for training and testing, with
an average accuracy of more than 90%. Other scenarios were used for testing only [9]. In other studies in the
literature, the RailSem19 dataset was used mostly as in this study. It is used in many areas such as segmenting
the railway line, detecting foreign objects around it, and generating defective data [10]. Alexandrescu et al.
proposed a railway semantic partitioning method using two deep Unet architectures, Unet and ResUnet++ [11].
Alexandrescu et al. used the RailSem19 dataset in their proposed method. In the dataset, they used only rail
and background classes in their studies. They obtained mean IoU of 0.54 with Unet model for the rail class.
Zhang et al. proposed DFA-Unet, a segmentation algorithm based on an improved Unet network architecture.
The model used the same encoder-decoder structure as Unet. RailSem19 dataset was used as the dataset. The
results showed that the model showed a 2.48% improvement in the mean IoU metric compared to Unet [12]. The
proposed work for the analysis of railway tracks and surrounding objects falls within the field of computer vision.
Images taken from real environments will be used in deep learning-based image segmentation algorithms after
various preprocessing. The railway track and the rail environment in the images will be visually separated with
deep networks capable of semantic segmentation. Objects such as people or automobiles can intrude on railway
lines. These unauthorized entries both threaten the lives of living things and cause train accidents. Foreign
objects are quite common, especially on railway lines close to settlements. These objects make it difficult to
detect the railway line and its components, and may also pose a threat to railway transportation security.

Therefore, it is extremely important to detect these intrusions in a timely manner.
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The proposed ensemble approach in Unet segmentation is critical and is precisely the motivation of this
study. This study proposes a segmentation system based on a newly developed hybrid loss function and ensemble
decision-making process that is tailored for accurate Unet segmentation. In the proposed segmentation-based
method, we propose a solution for visual analysis of the railway line and surrounding objects using models with

different Unet backbones. The main contributions of the proposed solution are given below:
e A hybrid loss function is proposed in the study.

e The proposed model is based on the ensemble decision-making process. It has improved the performance

of models that make decisions individually.

e The performance of the proposed segmentation model is comparable to other pretrained state-of-the-art

networks.

o Foreign objects around the railway line were detected result of the study segmentation for transportation

safety.

In the study, the railway and its surrounding objects were determined by semantic segmentation-based
methods. It is aimed to improve Unet segmentation performance by using the Unet-based ensemble model.
In the second part of the study, the dataset and the proposed method, the experimental results in the

third part, and the general results in the last part will be mentioned.

2. The proposed method

A Unet deep learning-based model is proposed to obtain homogeneous objects around the railway line. With deep
learning methods, which are one of the subbranches of artificial intelligence, it is quite possible to detect defects
autonomously from images. Deep learning techniques help to automatically learn different problem-specific
features compared to traditional techniques [13, 14]. In other words, deep learning discovers the parameters that
need to be defined in machine learning and can give more accurate results than machine learning. Convolutional
neural networks are based on a deep learning strategy. Normally, large-featured learning networks such as
convolutional neural networks need to have large datasets for training. Another important point is that general
image training in classical convolutional neural networks is done over class labels. However, some problems
require pixel-based approaches. In areas that require a sensitive approach, such as health or safety areas, class
information of each pixel is needed. This is where image segmentation comes into play. Semantic segmentation
methods were used in this study. Semantic segmentation determines which class each pixel in an image belongs
to [15].

Firstly, the Unet model was used for the segmentation process. Then, the ensemble learning model was
applied to the dataset by using various backbones with Unet architecture. Ronneberger et al. first announced
the Unet Convolutional Neural Network approach in 2015 [16]. Unet is an automatic segmentation method
and is all about defining the boundary. Unet architecture gives more successful results than classical models.
It can also give good results even with a small number of training images. Unet gets its name from its U-like
architecture, as seen in Figure 1.

Unet consists of encoder and decoder parts. In the encoder part, the content in the image is captured.
The maximum pooling layers are also in this section. The decoding part, on the other hand, is the symmetric
expansion path used to achieve precise localization using delegated convolutions, also called a decoder. This

work presents a semantic segmentation model based on ensemble decision-making for railway images combining
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3 Unet architectures with pretrained backbone networks. One of the proposed segmentation models has an Unet
architecture with 34 layers of ResNet34 pretrained on [17] as the backbone. Other backbones are MobileNetV2
and VGG16. These backbones are pretrained on ImageNet. All the mentioned backbones weights are pretrained
on the ImageNet dataset [18]. The advantage of this is shortening the learning procedure done by the last few

layers of the network, speeding up the convergence, and getting high performance from the dataset.
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Figure 2. Architecture of the proposed model.
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As seen in Figure 2, 3 pretrained backbones using the Unet architecture make a joint decision for the
predicted image. It is used as the encoder part of the Unet architecture in 3 backbones. The decoder path is
defined automatically. These backbones were used as encoders, the first half of Unet. Then, the decoder layers
are trained with the dataset. Next, the decoding layers are trained with the augmented dataset. It helps save
the training procedure and enhances Unet’s ability to learn from small data. First of all, all three backbones are
trained independently of each other. As seen in Figure 2, we propose an architecture that can handle ResNet34,
MobileNetV2, and VGG16 as a decoder. In the encoder part of Unet, each backbone used its own blocks. In
the encoder path, the traditional stack of convolutional and 2x2 max pooling layers was used. Max pooling
simply takes the maximum input value in the given stride. In the decoder part, each backbone has its own
unique layer structure. The decoder consists of upsampling and concatenation followed by regular convolution
operations. In Figure 2, a 2 x 2 convolution layer, concatenation, or attention block was used, which halves the
number of feature channels after upsampling in the expansion path on the right. Finally, the proposed model
concatenates merge output from each Unet model.

The following loss functions were used to understand how well Unet models the given data. Two types
of loss functions are combined in the study, Dice loss function and Focal loss function. In the proposed model,
a hybrid loss model is obtained by combining the most widely used loss functions in the literature. The loss
functions used in the proposed hybrid model are explained below. Dice loss is written using the definition of
precision (1) and recall (2). The calculation equation of the Dice loss is shown in (3). The Dice loss function is
the most widely used segmentation evaluation metric [19], it directly optimizes. In the studies in the literature,
it has been observed that the accuracy rate of the Unet model is maximum when the beta is taken as 1 [20].

TruePositive

P . . — 1
TeASIOn = TruePositive + FalseNegative v

TruePositive
Recall = 2
cca TruePositive + FalsePositive (2)

Precision x Recall

Dice (Precision, Recall) = 1 — (1 + 37) 3)

B2 x Precision * Recall

(4) establishes a criterion measuring the categorical Focal loss between the ground truth (gt) and the

predicted (pr) [21]. The « value is taken as 0.25 and the v value as 2.

Focal (gt,pr) = —gt x a* (1 — pr)” x log(pr) (4)

We employ a hybrid loss consisting of contributions from both dice loss and focal loss. Then, these two

loss functions are processed as in (5), and the final loss value is sent to the model training.

TotalLoss = DiceLoss + Focal Loss (5)

Another performance evaluation metric that is frequently used in semantic segmentation is the average
IoU metric. The IoU metric is calculated by dividing the predicted image and reference image intersection by
the predicted image and reference image combination. It is seen in (6). IoU value is calculated separately for
each class. By taking the average of these values, the average IoU value is obtained [22]. The accuracy rate

measures the number of correct pixel predictions (7).
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TolU — Target N Prediction

(6)

~ Target U Prediction

TruePositive + TrueNegative

AccuracyRate = (7)

TruePositive + TrueNegative + FalsePositive + FalseNegative

RailSem19 dataset was used in the study. RailSem19 is a dataset specifically designed for semantic
segmentation in the railway domain. It contains high-resolution images captured from a mobile mapping
system mounted on a railway vehicle. The dataset includes various railway scenes captured from different
perspectives, including tracks, catenaries, platforms, and surrounding infrastructure. There are 19 classes in
the dataset. Additionally, we added the background class as the 20th class. Some important classes are rail,
tramway, human, traffic sign, car, rail vehicles, metal rails, drivable rails, road, pedestrian crossing, vegetation,
and terrain classes. The annotations enable the training and evaluation of deep learning models for semantic
segmentation tasks related to railway infrastructure. RailSem19 is a valuable resource for developing and
evaluating algorithms and models related to railway infrastructure analysis, such as object detection, scene
understanding, and condition monitoring. It can facilitate research and development in railway maintenance,
safety, and automation applications. The dataset consists of 8500 images containing the railway and its
surrounding objects and references images of these images [23]. The images that make up the dataset consist
of images that include complex rail scenarios and difficult weather conditions. It supports the proposed model
to work in difficult and different conditions. Figure 3 shows examples from the dataset. 80% of the dataset was

used for training, 10% for validation and 10% for testing.

Complex rail scenarios Inner-city tram scenes From all over the world Difficult weather / lighting

Figure 3. Examples from the dataset.

3. Experimental results

The proposed models were performed in an experimental environment with 11th Gen Intel(R) Core(TM) i5-
1135G7 @ 2.40GHz 2.42 GHz and NVIDIA GeForce MX450 graphics card. Unet segmentation process training
parameters: epoch number is set to 120, and the batch size is set to 16. Since no progress was observed in the
performance metrics after the 50th epoch, the number of epochs was fixed at 50. The performance and loss

graphs of the training and validation stages of the Unet model are shown in Figure 4.
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Figure 4. Validation and training graphs of the Unet model.

As seen in Figure 4, the accuracy rate of 0.7478 and average IoU of 0.3625 was obtained as a result of
the validation process. Estimation was performed on the dataset using the trained Unet model. The result of
the process is shown in Figure 5. Figure 5 shows the testing image, the reference image of the image, and the
predicted image, respectively.

Testing Image i Prediction on test image
E= S e 0 : —

Figure 5. Predictions of the Unet model.

A model based on the ensemble decision-making process is proposed as a result of training the backbones
using the Unet architecture to increase the average IoU and validation values obtained. ResNet34, MobileNetV2,
and VGG16 were used as backbones. The MobileNetV2 backbone obtained the values in Figure 6 as a result of

the training.

Training and validation 10U Training and validation loss
09
06 Faining 10U S \ Faining loss
—— Validation 10U g—— —— Validation loss
0s :
04
=2
=]
03
02
| ——
011 _ 03 .
0 10 40 50 0 10 20 40 50
Epochs Epochs

Figure 6. Training and validation results of the MobileNetV2 backbone used.
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As a result of the validation, the MobileNetV2 backbone achieved an average IoU value of 0.4131. The
MobileNet V2 backbone obtained an average IoU value of 0.5957 as a result of the training process. The ResNet34

backbone obtained the training and validation values in Figure 7 as a result of the training.

Training and validation IOU Training and validation loss

06 Taining 10U 09 Taining loss
- Validation IOU —— Validation loss
08
05
0.7
04
"
3 8 06
03
05
0.2
04
01 03
0 10 20 30 10 20 40 50

Epochs

Epochs

Figure 7. Training and validation results of the ResNet34 backbone used.

As a result of the validation, the ResNet34 backbone achieved an average IoU value of 0.4009. The
ResNet34 backbone obtained an average IoU value of 0.6145 as a result of the training process. Finally, the
Unet model is trained on the VGG16 backbone dataset. The training and validation values in Figure 8 were

obtained.

Training and validation IOU Training and validation loss
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Figure 8. Training and validation results of the VGG16 backbone used.

As a result of the validation, the VGG16 backbone obtained an average IoU value of 0.6117. The VGG16
backbone obtained an average IoU value of 0.4056 as a result of the training process. The training IoU and loss
graphics are shown in Figures 6, 7 and 8. As in Figures 6, 7, and 8, high ToU with low loss means a low error in
the dataset. When the loss starts to decrease, IoU starts to increase in loss and IoU graphic of Unet backbones.
This means the model is learning and working fine. As seen in Table 1, the proposed hybrid total loss function
contributed positively to the verification performance of Unet backbones. The testing process was tested with
3 Unet backbones to evaluate the performance of the trained dataset. The test results in Table 2 were obtained
by using the weights obtained as a result of the training.

As can be seen in Table 2, when MobileNetV2, ResNet34, and VGG16 are used as the backbone of the
semantic segmentation network, better results are obtained than the classical Unet architecture. The models
chosen as the backbone exceeded the average IoU values they obtained alone when they entered the ensemble

decision-making process. It can be seen in Table 2.
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Table 1. The effect of hybrid loss function on training performance.

Unet Backbone | Focal Loss / Average IoU | Dice Loss / average IoU | Total Loss / average IoU
ResNet34 0.5483 0.5988 0.6145
MobileNetV2 0.5231 0.5875 0.5957
VGG16 0.5713 0.6049 0.6117

Table 2. Average IoU values of ensemble model and Unet models with different backbones.

Model Average IoU (Test)
Unet 0.3625
Unet (MobileNetV2) 0.5289
Unet (ResNet34) 0.4685
Unet (VGG16) 0.4106
Ensemble Model (Equal Proportion) | 0.5308

The IoU value obtained as an ensemble decision in Table 2 was obtained by influencing the decision-
making process of the 3 models with the same weight. In order to maximize the performance of the ensemble
decision, it is aimed to influence the ensemble decision by multiplying the weights obtained as a result of the
training with a coefficient. The trained backbones and their coeflicients on test performance are shown in Table
3.

Table 3. Ensemble model performances with different coefficients.

Backbone and coefficient Average IoU (Test)
0.3x MobileNetV2 + 0.2xResNet34 + 0.0xVGG16 | 0.5430
0.3x MobileNetV2 + 0.2xResNet34 + 0.1xVGG16 | 0.5348
0.3x MobileNetV2 + 0.2xResNet34 + 0.2xVGG16 | 0.5331
0.3x MobileNetV2 + 0.2xResNet34 4+ 0.1xVGG16 | 0.5354

Table 3 shows the effect of Unet backbones with different coefficients on the ensemble decision. The
MobileNetV2 backbone, as seen in Table 2, achieved the best test performance alone on the RailSem19 dataset.

The ResNet34 backbone also showed the best performance after MobileNetV2. These performances had a direct
impact on the ensemble decision-making process. The best performance of the ensemble decision was obtained
with the coefficients of 0.3x MobileNetV2 + 0.2xResNet34 + 0.0xVGG16. The ensemble model with these
coefficients obtains a 0.5430 average IoU value. A model obtaining an average IoU value greater than 0.5 is
considered to have a good performance [24]. The best coefficients for Unet backbones determined were found
in the experiments with nested loops.

As seen in Figure 9, the ensemble decision model produced an image similar to the reference image as a
prediction result. Ensemble decision-making has improved the average IoU metric as well as improved accuracy.

As seen in Table 4, the ensemble decision model achieved a better accuracy rate than the traditional Unet
model, which makes predictions alone. Table 5 shows the performances of Unet models with different backbones
included in the decision-making process with their coefficient ratios. The coefficients that maximize the test rate
have been determined. As can be seen in Tables 3 and 5, the proposed ensemble model achieved 0.5430 average
IoU and 0.8589 accuracy rate. Average IoU and accuracy are standard metrics for semantic segmentation. The
accuracy rate metric is biased in distinguishing classes such as the background that covers the majority of the

image. Therefore, the average IoU metric is more important for evaluating semantic segmentation performance.
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Testing Image Testing Label 4 Prediction on test image

Figure 9. Image obtained by ensemble decision as a result of testing.

Table 4. Accuracy rate of ensemble model (equal proportion) and Unet models with different backbones.

Model Accuracy rate (test)
Ensemble model (Equal proportion) | 0.8575
Unet (MobileNetV2) 0.8423
Unet (ResNet34) 0.8466
Unet (VGG16) 0.8269

Table 5. Accuracy rate values of ensemble model (different coefficients) and Unet models with different backbones.

Backbone and coefficient Accuracy rate (test)
0.3x MobileNetV2 + 0.3xResNet34 + 0.2xVGG16 | 0.8589
0.3x MobileNetV2 + 0.3xResNet34 + 0.1xVGG16 | 0.8586
0.3x MobileNetV2 + 0.2xResNet34 + 0.2xVGG16 | 0.8572
0.3x MobileNetV2 + 0.1xResNet34 + 0.0xVGG16 | 0.8459

4. Conclusion

This work presented a methodology to effectively segment the RailSem19 dataset. In the study, 8500 images
were examined. In other studies in the literature, RailSem19 has applied deep learning methodologies to
segment images of the dataset, but none of them focused on using the segmentation models of Unet backbones
MobileNetV2, ResNet34, and VGG16 together. This shows the contribution of this study to the railway sector.
Table 6 shows that the performance of the model proposed in the study compares with other studies in the

literature.
Table 6. Comparison of the proposed model with studies in the literature.
Reference | Model Average IoU (Test) | Number of classes
Our Model | 0.3x MobileNetV2 + 0.2xResNet34 + 0.0xVGG16 | 0.5430 29
25 Unet 0.2960 19
26 SegNet3 0.5364 4
27 UNet16 0.4258 2

As seen in Table 6, the proposed ensemble decision model was compared with other studies in the
literature based on the average IoU metric. The proposed model segmented more classes compared to other

studies in the literature. The literature studies mentioned focus on various aspects of railway safety and analysis
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using semantic segmentation and deep learning techniques. These studies collectively highlight the importance
of semantic segmentation in railway safety and analysis, covering areas such as material identification, anomaly
detection, defect detection, and mapping of railway infrastructure. Compared to literature studies, our work
focuses on effectively segmenting the RailSem19 dataset using the segmentation models of Unet backbones
MobileNetV2, ResNet34, and VGG16. This approach is a novel contribution to the railway sector, as none of
the previous studies in the literature used this combination. Our proposed ensemble model achieved an average
IoU value of 54.30% and segmented more classes compared to other studies. Overall, our work contributes to
the railway safety field by emphasizing the importance of detecting faults and intrusions in railways using deep
learning-based image segmentation algorithms. First, the article is limited to articles in Turkish and English.
This has led to the exclusion of some related articles. Finally, the development process took longer as a strong
test environment was not available. In this study, the importance of detecting faults in railways in terms of
railway safety has been emphasized. As the use of railway transportation will increase day by day, the problems
arising will increase day by day. In future studies, it is planned to transmit possible foreign objects (human,

car..) to the railway conductor in the segmented images around the railway.
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