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Abstract: Spell checking and correction is an important step in the text normalization process. These tasks are more
challenging in agglutinative languages such as Turkish since many words can be derived from the root word by combining
many suffixes. In this study, we propose a two-step deep learning-based model for misspelled word detection in the
Turkish language. A false positive reduction model is integrated into the system to reduce the false positive predictions
originating from the use of foreign words and abbreviations that are commonly used in Internet sharing platforms. For
this purpose, we create a multi-class dataset by developing a mobile application for labeling. We compare the effect of
using different types of tokenizers including character-based, syllable-based, and byte-pair encoding (BPE) approaches
together with Long Short-Term Memory (LSTM) and Bi-directional LSTM (Bi-LSTM) networks. The findings show
that the proposed Bi-LSTM-based model with the BPE tokenizer is superior to the benchmarking methods. The results
also indicate that the false positive reduction step significantly increased the precision of the base detection model in
exchange for a comparably less drop in its recall.

Key words: Text normalization, spell checker, tokenizers, long short-term memory, agglutinative languages

1. Introduction
With the increasing use of the internet, there is an increasing need in building reliable natural language
processing (NLP) tools. The NLP tasks use the text produced by the users as input for different purposes
such as Chatbot development [1], question answering [2], automatic speech recognition [3], speech processing
[4], sentiment analysis [5, 6], text classification [7], and machine translation [8]. The companies develop software
and applications based on these NLP tasks to provide a better service to their customers and increase their
market share.

The massive amount of data produced by the internet community provides an important opportunity for
building highly accurate NLP tools. However, the user text retrieved from internet platforms is written with
a less standardized language and includes a high rate of misspelled words which worsens the performance of
the models developed for the related NLP tasks [9–11]. Therefore, text normalization is an important step to
achieve better models and also enables the nonnative readers of the language better understand the content.

Spelling error detection and correction is a critical step for text normalization. In this study, we focus
on spelling error detection problems in the Turkish language. For most languages such as English, French,
and German, spell checking can be addressed with rule-based or dictionary-based approaches; however, for
∗Correspondence: burak.aytan@bahcesehir.edu.tr
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the agglutinative languages such as Turkish, Finnish, and Hungarian, in which the meaning of the words is
determined by the combination of the root of a word and morpheme, spell checking also requires morphological
analysis [12–15]. In these types of languages, the meaning of the word changes with the suffixes combined to
the root.

The spelling errors are generally divided into two categories as nonword errors (NWE) and real word
errors (RWE) [16, 17]. If the misspelled text is a word that exists in the language, it is called a real word error
(RWE), otherwise, it is a nonword error (NWE). For example, the word ‘fun’ in English might be misspelled as
‘gun’ or ‘vun’, in this case, the first is an RWE, while the second is an NWE [16]. These types of errors are more
common in English and it is challenging to detect such errors as it requires semantic and context analysis. In
our study, we focus on the detection of NWE considering that it is the more common error type in the Turkish
language.

The motivation of this study is to propose a highly accurate spelling error detection model for the Turkish
language. Due to the use of many suffixes in agglutinative languages, the methods based on the use of pre-
determined rules do not perform well for the related NLP tasks. These models also produce false positive
predictions for the foreign words and abbreviations which are commonly used in Internet sharing platforms.
The contributions of this study are as follows:

• Building a deep learning-based model for spelling detection with a high detection rate.

• Developing a mobile application to create a labeled dataset including commonly used foreign and abbre-
viations in the Turkish web community.

• Integrating a false positive reduction model to reduce the number of false positive detections originating
from the use of foreign words, abbreviations, or cases that the base detection model cannot detect.

• Comparing the effect of using different types of tokenizers in spelling error detection problems for the
Turkish language.

The rest of this study is organized as follows. In Section 2, the overview of the studies that focus on the
detection of spelling errors is given. Section 3 provides a description of the datasets used in this study. The
details of the proposed deep learning-based detection models are presented in Section 4. Section 5 gives the
experimental results and the related discussion. Section 6 summarizes and concludes the study.

2. Related work
The implementation of applications for the misspelled word detection task relies entirely on external sources
such as word dictionaries or tree structures. In general, these methods work well for languages with less complex
word formations such as English [18]. However, it is difficult to create comprehensive sources for agglutinative
languages like Turkish, which have a high level of morphological complexity. Different methods based on pre-
defined rules, shortest distance algorithms, text similarity metrics, and deep learning has been used in the
related studies. In this section, we give an overview of the studies that focus on spelling error detection in the
Turkish language.

Solak and Oflazer [13] proposed a rule-based method that consists of three steps. These steps are root
determination, morphophonemic checks, and morphological parsing. The main idea is first to find the root
of the given text based on a maximal match algorithm. In this algorithm, first, the whole word is searched
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in the dictionary which contains only the roots and some irregular stems. If found, it is assumed that the
word has no suffixes and therefore does not need to be parsed. Otherwise, one letter is removed from the
rightmost of the word and the resulting substring is compared with the whole word again. This process
continues until the root is found. After the root of the word is found, the remaining part is considered as
a suffix and analyzed morphologically. While performing morphological analysis, the grammar rules of Turkish
are determined, and manually defined algorithms are applied. Another approach to morphological analysis is
the dynamic programming-based search algorithms which are applied after the root of the word is found [19].

Akın and Akın [20] also proposed a rule-based method that uses a dictionary. The dictionary consists
of the roots of words and their various forms. While finding the root of the word, the candidate root is found
first and then the searching process continues with the application of the Direct Acyclic Word Graph (DAWG)
algorithm [21]. In the morphological parser section, the algorithm continues to add possible suffixes to the root
until there are no additional alternatives. The proposed spell checker uses a morphological parser and Damerau-
Levenshtein Edit Distance Algorithm [22]. Another rule-based method consisting of seven normalization layers
with proper noun detection and vowel restoration operations was proposed by Eryigit and Torunoglu [23]. This
method generates a single candidate word for the misspelled word. Each layer is designed to address specific
types of errors that appear in social media texts. In this method, the abbreviation list from TDK (Turkish
Language Institution) and some foreign words were also taken into consideration.

In one of the more recent studies, Colakoglu et al. [24] designed a machine translation approach
for Turkish text normalization. In this study, they used both statistical machine translation and neural
machine translation methods. A 6-g character-level language model, KenLM [25], was used in the statistical
machine translation part, and an encoder-decoder architecture, OpenNMT [26], was used in the neural machine
translation part. In another study, Buyuk [27] proposed a sequence-to-sequence model for Turkish normalization.
The seq2seq model was an LSTM-based model and a character-based tokenizer was used by separating words
into letters. The contribution of this study compared to the other seq2seq models was mainly in the tokenization
part. For this task, the first three consonants of nonspelling words were fed as input to the seq2seq model.

Safaya et al. [28] proposed a Hunspell-based [29] method for the Turkish language. Hunspell is a
kind of spell checker originally designed for the Hungarian language. It has been applied to many languages
with rich morphology, complex word combinations, and character encoding [29]. In another recent study [30], a
morphological analyzer was used to detect incorrect words, and words that could not be parsed into a morpheme
sequence by this analyzer were defined as nonstandard. Afterwards, all the words defined as nonstandard were
passed by the Turkish entity recognizer and the recognized words were eliminated.

3. Dataset description

In this section, we provide a description of the training and test datasets used in the experiments. We also give
detailed information about the functions used to create misspelled words.

3.1. Training data set

For the training and testing of the detection models, several datasets from different sources were used in our
study. The dataset including the correctly spelled words was created using a dictionary obtained from TDK
(Turkish Language Institution). An extended version of this dataset including person and tense suffixes was
also created. Then, proper nouns including person and location names were added to this data summing up to
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1 million words.
The dataset obtained from TDK consists of nontypo words. Therefore, we applied some operations to

create misspelled words from the correct words. The functions used for this purpose are shown in Table 1. As
a result, a dataset consisting of 1 million correctly and 7 million incorrectly spelled words were obtained. The
main detection model was built using this dataset.

Table 1. Functions developed to create the misspelled words for model training.

Function name Detail Example
Remove vowel Some or all of the vowels in the words are deleted “merhaba”→“merhba”
Add vowel Some vowels in the word are duplicated “geliyorum”→“geeliyorum”
Asciify Turkish characters are converted to English characters “ağlıyorum”→“agliyorum”
Changing two characters Randomly changing the places of two consecutive characters “kelime”→“keilme”
Adding last character Duplicating the last character of the word “erzurum”→“erzurumm”
Known mistakes The most common typos in Turkish ”seviyorum”→“seviyom”

The samples that are classified as misspelled words are considered as positive predictions in our study.
The false positive reduction model was designed to further reduce the false positives predictions of the base
models which are the correctly spelled words that are labeled as misspelled. To train this model, first the base
detection model was applied on data of size 38 GB obtained from Turkish Wikipedia, Turkish OSCAR, and
some news sites. The words classified as misspelled (positive predictions) at this step were sorted according to
the frequency of occurrence from largest to smallest. Then, a mobile application has been developed to review
the most frequent words with the aim of approving and correcting the predictions of the detection model shown
in Figure 1. The words in this list have been categorized under four categories during this labeling process: (1)
correctly classified as positive (misspelled words that are also predicted as misspelled), (2) incorrectly classified
as positive (correctly spelled words that are predicted as misspelled), (3) abbreviation, and (4) foreign word.
The number of words reviewed in this stage was 10,000, 35% of which were misspelled, 30% foreign, 20%
abbreviations, and 15% correctly spelled.

Figure 1. Mobile application developed for word-based labeling with the aim of improving the detection ability of the
system.
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3.2. Test data set
The use of a classical cross-validation procedure in which the test set is extracted from the original set may
result in biased results in our study as we generated the misspelled words with some predefined functions in
an artificial way. For this reason, we manually tagged the words retrieved from a microblogging site, Twitter,
and generated test data consisting of user text. We obtained 2422 words from the retrieved content of which
1974 was spelled correctly and 448 were misspelled. The detection system with and without the false positive
reduction model was built using the training set and the obtained model was applied to this test set consisting
of real user text.

4. Proposed methods
In this study, we propose two spelling error detection models. The first model is the base detection model
classifying each word as correctly spelled or misspelled. The second model includes a further false positive
reduction model applied to the words classified as misspelled by the base detection model. The false positive
reduction model was designed as a multi-class classification problem assigning each word to one of the true
positive, false positive, foreign, and abbreviation classes. In this section, first, we give an overview of the
tokenizers used for both of the detection models. Then, we give the details of the base detection model, false
positive reduction model, and the proposed combined detection model.

4.1. Tokenizers
Tokenization is the process of breaking a sentence, paragraph, or text into words or smaller parts [31]. It is a
crucial step in the construction of a highly accurate spelling error detection model, particularly for agglutinative
languages. Each piece formed at the end of the transaction is called a token [31]. In our study, we implemented
three types of tokenizers, the details of which can be seen in Table 2. Employing a character-based tokenizer
involves the segmentation of words into individual characters, whereby each character constitutes a token.
Alternatively, our second approach involved the use of a syllable-based tokenizer, wherein words are partitioned
into syllables and each syllable is subsequently utilized as a token, as exemplified by the information presented
in Table 2.

Table 2. An overview of the tokenizers used for the tokenization process in the detection models.

Tokenizer Detail Example
Character based tokenizer each character of the word is used as a

token
“istanbul”→
[’i’,’s’,’t’,’a’,’n’,’b’,’u’,’l’]

Syllable based tokenizer words are divided into syllables and each
syllable is used as a token

“konuşuyorum”→
[’ko’,’nu’,’şu’,’yo’,’rum’]

Byte-Pair encoding (BPE)
tokenizer

this tokenizer creates tokens by looking
at the frequency of the character groups
in the corpus

“sabahlayabilmek”→
[’sabah’,’layabilme’,’k’]

In conjunction with the character and syllable-based tokenizers, we incorporated a byte-pair encoder
(BPE) tokenizer [32] into our methodology, a technique commonly utilized in language models such as BERT
(Bidirectional Encoder Representations from Transformers). This approach involves the generation of tokens
by evaluating the frequency of character groupings present within the corpus, as outlined in Table 2. Through
the implementation of the BPE tokenizer, frequently utilized words are categorized as tokens, and any suffixes
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may be subsequently processed as distinct tokens. The role of the corpus is fundamental to the success of this
method, as the BPE tokenizer determines the tokens based on the frequency of character groupings observed
within the corpus. Accordingly, we employed the BPE tokenizer utilizing two distinct corpora. The initial
iteration was created employing solely correctly spelled words, whereas the second iteration was formulated
using a more expansive corpus that incorporated both correctly and misspelled words. The results obtained
from both iterations are detailed within the results section. Figure 2 shows the distribution of token lengths
obtained with both the BPE and syllable-based tokenizers.

Figure 2. Tokenizer-based token length distribution.

4.2. Base detection model

The base detection model shown in Figure 3 was designed as a binary classification problem consisting of two
hidden Bi-LSTM layers. This model takes a word as an input and gives the output whether the word is written
correctly. The recurrent connections of the LSTM architecture enable the model to evaluate the previous
character or word parts together with the next ones in the detection of spelling errors. The most important
difference between LSTM and transformer architectures is the way they handle long-range dependencies. The
transformer architecture utilizes self-attention mechanisms to explicitly model long-range dependencies, making
it better suited for handling long sequences compared to LSTM [33, 34]. However, as the proposed spelling error
detection model is word-based, its input does not necessitate the handling of extensive sequences. Specifically,
as demonstrated in Figure 2, the mean token length associated with BPE and syllable-based tokenizers is 3.71

and 5.65 , respectively, with 99% of token lengths being less than 9 for BPE and less than 15 for syllable-
based tokenizer. Hence, we choose an LSTM-based model rather than a transformer-based one in the proposed
detection model.

As seen in Figure 3, the architecture of the proposed model consists of two hidden layers with 512 LSTM
nodes in each one. The model takes the whole word as input and then separates it into tokens by the use of the
tokenizers given in Table 2. This process is followed by an embedding layer including 300 nodes. The obtained
representations are fed to two hidden layers each one consisting of 512 Bi-LSTM nodes. The fully connected
layer that maps the hidden layer representations to the binary outputs consists of 1024 nodes. This model was
tested with different tokenizers, the corpus used for the tokenization, and with the replacement of the Bi-LSTM
layers [35] with LSTM [36].
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Figure 3. Architecture of the Bi-LSTM based spelling error detection model.

4.3. False positive reduction model

The base detection model was trained using Turkish words and the distorted versions of these words were
obtained using the functions given in Table 1. Since these words were retrieved from a dictionary for the
training of the base detection model, the corpus generated in this way does not contain foreign words and
abbreviations that are frequently used in Turkish. Therefore, foreign words and abbreviations are labeled as
misspelled words by the models which results in an increase in the error rate of the models. In this study, a
false positive reduction model was trained to reduce the number of false positive predictions originating from
such detections. The architecture of the false positive reduction model along with the base detection model is
shown in Figure 4.

The false positive reduction model is trained only with the character-based tokenizer since the abbrevi-
ations and foreign words are not in the word pool we generated based on the dictionary. These words are also
not suitable for Turkish syllable structure. As seen in Figure 4, the character-based tokenizer is followed by two
hidden layers. Each hidden layer has 512 Bi-LSTM nodes. The last layer is a fully connected layer mapping
the obtained representations to one of the four classes.

4.4. Proposed combined model

The proposed word checker model shown in Figure 4 consists of the combination of two different models. First,
the words are separated into tokens with the related tokenizer and the base detection model that addresses a
binary classification problem is applied to determine the correctly spelled and misspelled words. The experiments
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Figure 4. Architecture of the proposed spelling error detection model
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detailed in Section 5 showed that the base detection model achieved the best results with 512 Bi-LSTM nodes
and two hidden layers which were also used in the combined model. The words that are classified as correctly
spelled are eliminated from the dataset. The remaining words that are labeled as misspelled by the base
detection model are fed to the false positive reduction model which was detailed in Section 4.3. The purpose of
this model is to recheck the words that were marked as misspelled by the first model and hence reduce the false
positive rate. Finally, the model produces one of the four predictions, three of which indicate that the word
does not contain a spelling error.

5. Results and discussion
In this section, first, we present a detailed evaluation of the proposed model with various tokenizers and neural
network architectures. Then, we give the comparative results with the previous related studies that address
spelling error detection problems in the Turkish language.

5.1. Evaluation of the proposed model
The proposed model is evaluated with different combinations of tokenizers and neural network architectures.
We used character-based, syllable-based, and BPE tokenizers with different corpus sizes in the tokenization
layer. This layer was followed by two different neural network architectures, LSTM and Bi-LSTM, each one
with one, two, and three hidden layers. Each hidden layer consists of 512 nodes.

Table 3 shows the results in terms of accuracy and F1 score metrics. The initial experiments using
LSTM architecture for training showed that word piece-based tokenization yields a higher success rate in the
detection of both correct and misspelled words. As seen in Table 3, F1 score of 0.65 obtained using LSTM
with character-based tokenization increased to 0.71 when the tokenization is performed using the syllable-based
method. Therefore, the experiments with the Bi-LSTM architecture were performed using only syllable-based
and BPE tokenization methods.

Table 3. Results obtained on test set with different combinations of tokenizers and neural network architectures.

Model name Tokenizer Tokenizer corpus Hidden
layer

Correct words
accuracy

Misspelled
words accuracy

Overall
accuracy

F1
score

512 LSTM Character All words 2 90% 70% 86% 0.65
512 LSTM Syllable All words 2 92% 75% 88% 0.71
512 LSTM BPE Correct words 1 95% 84% 93% 0.8
512 LSTM BPE Correct words 2 95% 88% 94% 0.8
512 LSTM BPE Correct words 3 96% 88% 94% 0.84
512 Bi-LSTM BPE All words 2 96% 90% 94% 0.86
512 Bi-LSTM Syllable Correct words 2 92% 90% 91% 0.79
512 Bi-LSTM BPE Correct words 1 96% 90% 95% 0.86
512 Bi-LSTM BPE Correct words 2 96%** 92%** 95%** 0.87**
512 Bi-LSTM BPE Correct words 3 96% 91% 95% 0.87

As seen in Table 3, the success rate of the proposed model with the syllable-based tokenization significantly
increased when LSTM architecture was replaced with Bi-LSTM architecture for the training of the detection
model. Therefore, we further trained Bi-LSTM architecture with BPE tokenization. The results showed that
tokenization with BPE yielded higher accuracy and F1 score than syllable-based tokenization. We also changed
the corpus used for BPE-based tokenization and observed that using only the correct words as the tokenizer
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corpus gave slightly higher accuracy and F1 score compared to the tokenizer corpus built using all words. As
seen in Table 3, the highest accuracy of 95% and F1 score of 0.87 were achieved using BPE and only correct
words for tokenization and Bi-LSTM architecture with 2 hidden layers for training. In Figure 5, the training
and validation loss graphs of the Bi-LSTM models on the training and validation sets obtained syllable-based
tokenizer and BPE tokenizer are shown. As seen, BPE tokenizer gave lower loss values on both training and
validation sets.

In Figure 6, the advantage of using the BPE tokenizer with only correct words for the tokenization process
over its alternatives is demonstrated over two exemplary Turkish words. In the first example, the misspelled
word ”izliyiceler”, which should be spelled as ”izleyiciler (audiences)”, has been labeled as a correctly spelled
word by the character-based and syllable-based models. The reason for this false negative prediction is that
the misspelled form ”izliyiceler” is suitable for the harmony of the language in terms of the use of letters and
syllables. On the other hand, as seen in Figure 6, the misspelling in this word has been successfully detected
by the BPE-based model since the BPE tokenizer performs a kind of dictionary-based control. In the second
example, the misspelled word ”herkez”, which should be spelled as ”herkes (everyone)”, has been labeled as a
correctly spelled word by the character-based and syllable-based models. As seen, this common mistake in the
Turkish language was successfully detected by the model that is based on the tokenizer.

(a) Syllable-based tokenizer (b) BPE-based tokenizer

Figure 5. Loss graphs of the Bi-LSTM models on the training and validation sets

5.2. Comparison to the related studies
In this section, we compare the Turkish language spelling error detection ability of the proposed models with the
related works. We also applied two state-of-the-art transformer-based language models, BERT and RoBERTa
(Robustly Optimized BERT Pretraining Approach) on the same dataset for comparison purposes. For this
purpose, we modified the BERTurk[37] and RoBERTaTurk[7] architectures, which are pretrained Turkish
language models based on the BERT and RoBERTa, respectively, by adding task-specific layers on top of
them for detecting spelling errors in Turkish text. These models have been specifically trained on Turkish
language data and are therefore able to perform NLP tasks on Turkish text with a high degree of accuracy.

Table 4 presents the comparative results in terms of precision, recall, F1 score, and overall accuracy
metrics. We applied both versions of the proposed model, the base detection model and the combined model.
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Figure 6. Predicted labels for two exemplaires of misspelled words by the neural network models that use different
tokenizers

As detailed in Section 4, the combined model includes an additional step, the false positive reduction model
applied only on the samples labeled as misspelled words by the base spelling error detection model. We should
also note that the models were applied on the same test set described in Section 3 consisting of 2422 words of
which 1974 were spelled correctly (negative) and 448 were misspelled (positive).

As seen in Table 4, the highest F1 score and overall accuracy with 0.91% and 96.6%, respectively,
were achieved by the proposed combined model. It was also observed that while the highest precision was also
obtained with this model, the model used by the Turkish spelling corrector available in Microsoft Office software
gave higher recall with comparably very low precision. Similarly, Zemberek, which is a commonly used NLP
library in the Turkish language, achieved a higher recall than both of the proposed models. However, it is seen
that the precision of this model was lower than all models. On the other hand, the results showed that the
proposed combined model yielded a very balanced precision and recall while achieving the highest precision. The
fine-tuned transformer-based models, BERTurk and RoBERTaTurk, gave 0.83 and 0.84 F1 scores, respectively.

The comparison of the base detection model and combined model seen in Table 4 indicated that an
increase of 0.9 points in precision is achieved against a decrease of 0.3 points in recall with the application of the
false positive reduction model. Accordingly, the F1 score and overall accuracy obtained with the base detection
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Table 4. Comparison of the existing and proposed models on the test set.

Method Precision Recall F1 Score Accuracy
Zemberek [20] 0.74 0.94 0.83 92.8%
Microsoft Office 0.78 0.95 0.86 94.3%
Eryigit et al [23] 0.76 0.83 0.80 92.1%
Colakoglu et al [24] 0.89 0.86 0.88 95.5%
BERTurk [37] 0.84 0.74 0.83 92.6%
RoBERTaTurk [7] 0.85 0.75 0.84 93.4%
Hunspell [28] 0.84 0.71 0.82 92.2%
Proposed Base Detection Model 0.82 0.94 0.88 95.2%
Proposed Combined Model 0.91 0.90 0.91 96.6%

Figure 7. Predictions of the false positive reduction model on the test set.

model increased by 0.3% and 1.4%, respectively. McNemar’s test pointed out that the difference between the
F1 score of the combined model and all other models is statistically significant. To perform a further evaluation
of the false positive reduction model, we tested its discriminative ability with the train-test procedure on the
samples labeled using the mobile application detailed in Section 3. Eighty percent of the dataset was used
for training and validation purposes, while the remaining samples were used for testing. The results given in
Figure 7 show that overall accuracy of 67% was achieved on this four-class problem. The results reveal that the
accuracy of the model in separating the foreign words from the other classes is 72% which is higher than the
accuracies obtained for the other classes. On the other hand, the lowest class-based accuracy was obtained for
the abbreviation class with 61%.

6. Conclusions
In this study, we proposed a spelling error detection model for the Turkish language. The model consists of two
main steps. In the first step, a model trained using Bi-LSTM with BPE tokenizer for the binary classification
task that separates the correctly spelled words and misspelled words is applied to the given word. In the second
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step, the samples labeled as positive, i.e. misspelled words, are fed to the false positive reduction model in
which the false positive predictions are aimed to be reduced.

For the training of the false positive reduction model, a dataset was built and labeled using a mobile
application developed. As a contribution of this study, during the labeling process, foreign words and abbrevi-
ations were also determined, and thus, different from the existing studies the proposed combined model is able
to determine not only Turkish words but also foreign words and abbreviations including social media terms
commonly used in the Turkish spoken language. The findings showed that the false positive reduction model
significantly increased the precision of the base detection model in exchange for a comparably less drop in its
recall. Besides, the combined model yielded a higher F1 score and accuracy than the existing studies address-
ing spelling error detection problems. The results also showed that using the BPE tokenizer for tokenization
improves the detection ability of the LSTM-based model.

The user texts on online platforms such as social media posts or product reviews on e-commerce websites
include a high rate of misspelled words. The model-based text correction studies require a clean text database for
model training. In future research, the proposed detection model with high error detection accuracy can be used
to prepare a clean dataset to form a basis for a deep learning-based spelling error correction model. Furthermore,
it is worth noting that while we address word-level spelling detection problems in our paper, transformer-based
architectures are anticipated to outperform LSTM models in accurately modeling a sentence-based spelling
detection task due to their attention mechanism and superior ability to represent contextual information. In
the future, we aim to extend our research by developing a sentence-based spelling detection and correction
approach for the Turkish language and provide an extensive comparison with the model proposed in this paper
and transformer-based models.
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