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Abstract: User Interface (UI) is a basic concept in which individuals interact with any computer program or technological device to create a graphical design. In the initial stages of app development, UI prototype is a must. An automatic analysis system for the basic execution of UI designs will considerably speed up the development of designs according to old-fashioned methods. In this approach, it is aimed at saving cost and time by automating the process. For the aforesaid objective, we present a new approach rather than the traditional methods. For this reason, a high amount of elements in wireframes are detected and segmented. Furthermore, with the state-of-the-art methods, one of the machine learning classifiers is expected to give lower performance than deep learning for comparison purposes. In this study, the detection and segmentation of elements, which is the first stage which will eliminate time loss, redundant time, cost, and labor in the communication between designers and front-end developers. To test the classification task of the Mask R-CNN, was designed using transfer learning supported neural networks to compare with other algorithms. As a result, the precision reached 93.15% and the mAP (@IOU > 0.5) reached 96.50%. Then, we improved the algorithm by replacing the convolution blocks in the graphs, adding them, and changing the input units, and the accuracy increased to 98.49%.

Key words: Wireframe, user interface, user experience, object detection, deep neural networks

1. Introduction

Project development refers to all the work in the process from the idea step to the implementation stage. Software projects are canceled before they are completed, as they are in the real world, due to budget, time, and labor issues, or they are not used at all because they do not meet the requirements. Software technology is one of the fastest growing sectors in developed countries [1]. Therefore, the number of software companies or companies that have software departments continues to increase. According to the 2020 CHAOS report of Standish Group International, which publishes comprehensive analysis reports on software projects, the projects were only 23% higher than the skilled level [2]. According to the Comprehensive Human Appraisal for Originating Software (CHAOS) research, as shown in Table 1, 19% revealed failure, while 58% showed a hard challenge.

Projects that exceed the budget, are delivered late and are delivered with less than the initially determined features are considered to be inefficient. According to the report, only 19% of projects were successful. There are projects that are terminated without being completed after starting the project or that are never used, including if they are finished, and they are considered inefficacious.
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Table 1. Table of values showing rising project success rates according to the 2020 CHAOS report.

<table>
<thead>
<tr>
<th>Skilled level</th>
<th>Highly Skilled</th>
<th>Moderately Skilled</th>
<th>Poor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Successful</td>
<td>23%</td>
<td>33%</td>
<td>39%</td>
</tr>
<tr>
<td>Challenged</td>
<td>58%</td>
<td>55%</td>
<td>38%</td>
</tr>
<tr>
<td>Failed</td>
<td>19%</td>
<td>23%</td>
<td>23%</td>
</tr>
</tbody>
</table>

A design and software development team is involved in a project development process. Depending on the field of the project, there may be different teams such as front-end developer, back-end developer, mobile application team (Android and Iphone Operating System), test and Development Operations (DevOps) team. The physical vector that allows users to engage with software systems is called a UI. While UI designers are in charge of UI design and comprehensive analysis, software engineers are in charge of integrating UI elements into computer packages [3].

User Experience (UX) creates wireframes in the first step of developing applications for users to decide on the UI. Before starting the project, which tool and technique will be used for project management and the teams that will take part in the project are determined. Projects that progress only in the theoretical scope are terminated before they can be implemented to a major extent. In software projects, fundamental technologies that provide equipment, applications, services, and information to support operations, management, analysis, and decision-making functions within an organization are widely applied [4]. As shown in Figure 1, at the beginning of the project, wireframes and prototype models are created by the UX team. The created drawings are sent to the interface designers to be converted into a real design. After the interface designers have completed the design, they send it to their front-end and/or mobile teams for coding, depending on the project. Coding the interface design and successful completion of the project is a very time-consuming, redundant, and costly process. It is very difficult to make changes and arrangements on the project during the development process of the projects. As a result, project management must be established, as well as the software development methodology to be utilized in the project.

Figure 1. Typical workflow in app and website development.
Wireframes provide users more easily assess the website they want to visit during the planning stage. Furthermore, coding the design and successfully presenting the idea through wireframes is a time-consuming and expensive procedure. The aim of this study is to detect and classify website wireframes as the most efficient on the data registered in the test set. Occasionally, this set of tasks that the system will perform provides well-defined results, which involve complex computation and processing. Managing the entire development process to guarantee that the end-product has a high level of integrity and robustness, as well as user approval, is a difficult and time-consuming task. To accomplish the mentioned features of a successful system, a systematic development method that focuses on comprehending the scope and complexity of the entire development process is required [5]. Conflicts can occur during the project development process between the managers and the development team owing to a variety of disagreements. The software model to be determined within the scope of the project should help the project manager overcome these difficulties. The first step in creating an application after the model is to draw the wireframes that allow the structure of the interface to be determined [6, 7]. As developers decode the generated wireframes and user interface designs, they generate the output according to the designs. This process often takes the developer’s time and is therefore costly [8]. Wireframes are generally designed on paper or digital screens, on a white background. For this reason, the data set is restricted to performing on dark-colored wireframes on the ground. The dataset used in the study was drawn with the help of Wacom Bamboo Slate Large CDS-810S model smart agenda. The UI elements drawn on the paper on the Bamboo Slate can be transferred to the cloud server live using the phone, tablet, and computer environment with the help of the Wacom Inkspace application. Our project is UIBee, a method for detecting UI elements in hand-drawn wireframe inputs using Convolutional Neural Networks. Our dataset is open to the public in order to encourage future study.\(^1\) The dataset, which consists of 25 classes such as button, image, input, list, checkbox, toggle, video, etc., contains a total of 457 wireframes. There is a wide range of elements, including 3315 UI elements in the training set and 457 in the test set.

Considering the similar studies in the literature, more than one study was able to reach a certain level of accuracy with JavaScript Object Notation (JSON), Domain Specific Language (DSL), or script outputs using traditional machine learning methods. In similar studies, UI elements were detected as a first step, and then the related DSL codes of these detected classes were created and automatic wireframes were programmed. SILK [9] converts digital drawings into code via the application; DENIM [10] enriches drawings to achieve harmony between design tools and code output; REMAUI [11] clipping high-quality screenshots into mobile apps; Sketch2code [12] detects UI elements drawn on paper using Faster R-CNN; Sketch2code [13] detects 5 UI elements trained from wireframes on paper and converts them to Hyper Text Markup Language (HTML) code. Most applications are based on classic computer vision algorithms to recognize and identify. Studies other than these methods are not efficient in terms of the number of UI elements or the estimation mechanism of the model. In Table 2 studies in the literature relating to the detection of UI elements are listed. The use of "-" for the number of UI elements given in Table 2 is due to not specifying the number of UI elements detected in the studies. Most of these studies are based on DSL. DSL outputs are programming languages designed for a specific domain. Compared to full-featured programming languages, DSL outputs are more restrictive. DSL outputs limit the complexity of the programming language, which facilitates automatic programming and makes the special-purpose search algorithm efficient. The hierarchical UI framework was used to detect 25 UI elements in the study by Polozov et al. [14]. In many studies, there is no detailed information about what types of UI elements are detected. To simplify perception in general, some studies have limited the items to be

\(^1\)https://github.com/UIBee-io/Public-Dataset
detected to only a small set [15]. For instance, Asiroglu et al. [16] only considered text, dropdown, button, and checkbox elements. They proposed an approach for automating the code generation process from hand-drawn wireframes using deep learning methods.

**Table 2.** Related works on detection and segmentation of UI elements.

<table>
<thead>
<tr>
<th>Literature</th>
<th>Input data</th>
<th>Output data</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polozov et al., 2015 [14]</td>
<td>UI input</td>
<td>Hierarchical UI</td>
<td>25</td>
</tr>
<tr>
<td>Halbe et al., 2015 [22]</td>
<td>Wireframe</td>
<td>HTML</td>
<td>-</td>
</tr>
<tr>
<td>Bajammal et al., 2018 [15]</td>
<td>UI input</td>
<td>HTML</td>
<td>-</td>
</tr>
<tr>
<td>Beltramelli, 2018 [18]</td>
<td>UI screenshot</td>
<td>DSL</td>
<td>-</td>
</tr>
<tr>
<td>Chen et al., 2018 [19]</td>
<td>UI input</td>
<td>DSL</td>
<td>-</td>
</tr>
<tr>
<td>Han et al., 2018 [24]</td>
<td>Wireframe</td>
<td>HTML</td>
<td>-</td>
</tr>
<tr>
<td>Liu et al., 2018 [25]</td>
<td>UI screenshot</td>
<td>DSL</td>
<td>-</td>
</tr>
<tr>
<td>Kumar, 2018 [23]</td>
<td>Wireframe</td>
<td>HTML, CSS</td>
<td>16</td>
</tr>
<tr>
<td>Kim et al., 2018 [27]</td>
<td>Wireframe</td>
<td>HTML, CSS</td>
<td>5</td>
</tr>
<tr>
<td>Asiroglu et al., 2019 [16]</td>
<td>Wireframe</td>
<td>HTML</td>
<td>5</td>
</tr>
<tr>
<td>Beltramelli, 2019 [17]</td>
<td>Wireframe</td>
<td>HTML, CSS</td>
<td>-</td>
</tr>
<tr>
<td>Chen et al., 2019 [20]</td>
<td>UI screenshot</td>
<td>DSL, Android, iOS</td>
<td>-</td>
</tr>
<tr>
<td>Ge, 2019 [21]</td>
<td>Wireframe</td>
<td>JSON, Android</td>
<td>7</td>
</tr>
<tr>
<td>Jain et al., 2019 [26]</td>
<td>Wireframe</td>
<td>HTML</td>
<td>10</td>
</tr>
<tr>
<td>Suleri et al., 2019 [28]</td>
<td>UI screenshot</td>
<td>Hierarchical UI</td>
<td>25</td>
</tr>
<tr>
<td>Narayanan et al., 2020 [29]</td>
<td>Sketch Wireframe</td>
<td>Hierarchical UI</td>
<td>21</td>
</tr>
<tr>
<td><strong>Proposed method</strong></td>
<td>Wireframe</td>
<td>Hierarchical UI</td>
<td>25</td>
</tr>
</tbody>
</table>

Asiroglu et al. [16] managed to introduce a total of 5 UI elements on wireframe objects as input and transform them to HTML output. In addition, UI inputs were transformed to HTML output in a 2018 study by Bajammal et al. [15]. Code generation with visual inputs was still an unexplored area of research until another study suggested Pix2code by Beltramelli [17]. Pix2code architecture is similar to some models applied to other domains. The result of Pix2code [18] is beyond expectation as Pix2code's code generation lacks attention mechanism. Chen et al. [19] transformed the UI inputs they took as inputs to DSL output. Chen et al. [20] transform the UI screenshots they take as inputs to DSL, Android, and IOS outputs in other studies. Ge [21] transforms wireframe images into Android and IOS outputs. They managed to detect 7 UI elements in total.

Halbe et al. [22], Han et al. [24], and Jain et al. [26] provided the transformation of wireframe images running on the web platform to HTML output. Also, Jain et al. [26] achieved to detect of a total of 10 UI elements. In the study, 4256 UI elements were used in a total of 457 wireframes. In the study by Kim et al. [27], a total of 5 UI elements were detected on wireframes and transformed to HTML and Cascading Style Sheets (CSS) output. In addition, Kumar et al. [23] have detected a total of 16 UI elements using wireframe inputs. In the study published in 2018, Liu et al. [25] used UI screenshots as input and transformed them into DSL code output. In his research by Robinson [13], the publishing of the data set revealed that the approach of
deep learning was superior to the standard way of image processing. Only Jain et al. [26] and Robinson [13] detected the text as separate paragraph and heading. Ultimately, the hierarchical UI framework was used to detect 25 UI elements in the study by Polozov et al. [14]. Narayanan et al. [29] classified and segmented 21 classes using the CNN network derivatives Cascade R-CNN [31] and You Only Look Once-v4 (YOLOv4) [32] algorithms. The results found the overall precision values to be satisfactory, while the performance metrics needed to be considered more successful individually. Gupta et al. [30], preprocessed the open-source dataset in the ImageCLEFdrawnUI 2021 competition by performing contrast enhancement with adaptive histogram equalization on 4291 images. Then, in the object detection step, using the You Only Look Once-v5 (YOLOv5) [33] model, they detected the UI components in the wireframe data with a success rate.

The proposed method in the study aims to improve the performance results in the literature and presented in the studies. Thus, training 12 neural networks improve existing traditional methods, and experimental results are included. The main contribution of our work can be summarized as follows:

- Prepared the dataset used in the study according to real-world data by blending the sketch drawings in the literature and the wireframes drawn by the UI designers using a smart digital device.
- In addition to the Mask R-CNN algorithm, which is the first stage of the study, an improved algorithm has been proposed by updating the pipeline’s convolution, activation blocks, and activation functions.
- Individual class objects in the dataset are automatically cropped according to their bounding boxes. The results are obtained by training the segmentation algorithms with state-of-the-art neural networks for comparison purposes.

In summary, in the first part of this study, the critical literature review and comprehensive dataset analysis are included to introduce the paper. For the next section, materials and methods, the preprocessing of the input images was carried out in the first step. In addition, labeling of preprocessed wireframe inputs is also done in this context. Then, in the second part of the study, the methods and segmentation tasks foreseen to be used are explained in the method section. This section gives the neural network parameters used for the segmentation network and the backbone architecture in detail. In addition, the classification studies that we developed, in addition to segmentation networks and structures that will support the academic literature, are also included. The performance values obtained from the experimental studies are included in the third part of the study. In particular, the updates and changes we made on the neural network we used in the article are included in this section. The next section includes conclusions after the experimental findings and future studies. The performance of the study is discussed in detail, and the future studies section is added for the deficiencies revealed.

2. Materials and methods
UI elements are the basic building blocks for all applications. It is the most integral part of a mobile, web, desktop, or virtual reality application [34]. UI elements are divided into 3 major categories. It is responsible for processing different user inputs for input elements. The most used input elements are dropdown, button, combo box, toggle, input, date picker, radio button, and checkbox. Elements are responsible for displaying results against various user inputs for output elements. They also show user information, warning, and successful and incorrect messages. Output items are not impartial in nature. Examples include toast or popups. All other items fall under the category of supplemental items. Commonly used; are notifications, breadcrumbs, icons, progress bars, and tooltips. Supplemental items are divided into 3 navigations, tooltips, and boxes. Navigation
elements are responsible for UI navigation and help navigation. Informative is responsible for representing the information. Another element type is boxes/containers.

2.1. Data preprocessing

Image processing means a computer using an algorithm for modifying digital images [35, 36]. It is a method through which some image operations are performed in order to obtain an improved image or to gather some valuable information. The input is an image and the output can be an image or the characteristics that are associated with the image [37]. Image enhancement processes were applied to the data in order to perform a better analysis of the data. Image enhancement is the process of adjusting digital images for further image analysis. The wireframes used in this study contain less noise than the drawings created on paper, as they are created in a digital environment. Fluctuations occur in the sample data in the dataset, as the human component plays an important role in the image and button objects. In such cases, adaptive threshold filtering is applied to the image and a simple threshold filter is used for all pixels. Then, the image was inverted with the ThreshBinaryInv module available in the Open Source Computer Vision (OpenCV) library. In adaptive threshold filtering, threshold values are calculated for smaller regions using different threshold values [38]. Adaptive threshold filtering specifies to use Gaussian [39] or Mean [40] filtering with the parameter named adaptiveMethod when thresholding on an image. In adaptive thresholding, firstly, UI elements in wireframes are clipped. Accordingly, preprocessing steps of the image are provided in small images with some UI elements. After the preprocessing steps were completed, the process of inverting the image was started. In this step, the black lines formed as a result of drawing the background and UI elements that were white in the original images were converted to the opposite color tone. When considered in binary, pixels with 0 are inverted as 1, and pixel values with 1 are reversed as 0. In Figure 2, the state of the draft drawing after reversing is given. ThreshBinaryInv function is used to bring the image in Figure 2 to this step. Thus, the image was improved and the neural network was able to detect objects with higher performance. When the text in the preprocessed wireframe is examined, the wireframe elements remain smoother than the edge image results. In the preprocessed wireframe, objects are highlighted by converting black lines to white, white lines, and the background to black. In this way, Figure 2 shows images of why preprocessing is important in wireframes.

![Figure 2](image-url)

**Figure 2.** Sample of original and preprocessed wireframe. (a) Original wireframe. (b) Preprocessed wireframe.
2.2. Data labeling and annotations

The ground-truth data, from which the neural network will learn the information, is labeled by selecting the coordinate areas in this step. This step is called data labeling. As seen in Figure 3, each of the UI elements in the wireframes (for a total of 25 class categories) is carefully labeled within the bounding boxes. Considering that in the labeling stage, namely annotations, UI objects are drawn with different nonstraight lines in some cases, it was found appropriate to draw them as segmentation polygon points rather than as rectangular bounding boxes. In the study, one of the many labeling tools in the literature and frequently used VGG Image Annotator (VIA) labeling tool. VIA software provides users with tools such as square, rectangle, circle and polygon for use in labeling [41]. Since UI elements can be found at very close distances, nested, and in irregular shapes, the polygon tool has been preferred. The corner coordinates are stored in the JSON file for each image using the VIA tool during the labeling and annotations stage.

![Figure 3. Sample of wireframe labeled with the VIA tool.](image)

Wireframe elements must first be detected before they can be classified. Because a wireframe design will have multiple elements, a procedure for recognizing element boundings is essential [13]. When detecting the boundaries of the elements, various detection methods are used. Deep Learning (DL) and especially image segmentation were preferred in this study. DL method, which is a subbranch of Artificial Intelligence, was preferred for object detection methods [42]. DL allows a computer to generate complex notions out of easier things [43]. DL includes many Artificial Neural Networks (ANNs) in its content. In DL projects, the transfer of ANNs is shown in every existing layer. When put together in a closely interconnected network, a set of processing units provides a remarkable amount of detail that exhibits several unique properties of neurons and networks. It is called “ANNs” [44]. CNNs are a kind of ANNs that work on images. CNNs are designed to resemble a brain with artificial neurons and are comprised of hierarchically replicated layers. These biological neurons use the image as a source, augment it by weight, apply a bias factor, and the activation function. Thus, artificial neurons can perform object detection, identification, and segmentation by performing basic calculations. An efficient and more reliable accurate DL architecture can be acquired by feeding the CNN with more data [45, 46].
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2.3. Image segmentation

Image segmentation, which is very important for computer vision, is introduced as the division of an image into regions according to some criteria where regions of an image are meaningful and discrete [47]. Figure 4 shows the segmentation workflow we created in wireframes. According to this workflow, the object detection step in wireframes is image segmentation. Some default parameters were selected for the prepared algorithm, changes were applied in some hyper-parameters, and thus the parameters that provided the most performance were used. As shown in Figure 4, the UI elements in the wireframe were 10 passed through the two-stage Region Proposal Network (RPN). The properties of the UI elements coming from the Residual Network-101 (ResNet-101) backbone network were mapped and sent to the pooling layer. Overlap boxes were scanned according to the Non-maximum Suppression (NMS) algorithm. Regions containing objects were separated into anchors with a certain threshold value with the anchor-based approach in the model. Then, the maximum values in the pooling layer were selected according to the Mask RCNN algorithm. As a result, the segmented masks of the UI elements are shown in the output layer. While Faster R-CNN is generally used in object detection studies in the literature, it was decided to use Mask R-CNN for the formation of masks as well as for detection in this study. Mask R-CNN is a technique for bounding box identification that extends Faster R-CNN by adding a section to predict an item mask in parallel with the current one [48]. Furthermore, the Region of Interest (ROI) estimates segmentation masks in parallel to the current classifier branch and bounding box regression.

The purpose of the mask, created in addition to Faster R-CNN, is the intersection between the ROI and the ground-truth mask UI elements to be detected in wireframes are determined as objects as a result of the binary masks created. In order to reduce the computational complexity of the data recorded at various resolutions, the data sizes are reduced to 1024x1024. The parameters and hyper-parameters in Table 3 have been selected in the residual backbone network to achieve the highest performance. The strides used for the ResNet-101 architecture are in the range of 4-64 and selected the minimum threshold value of the NMS algorithm as 0.3. However, the object tiles in the wireframes will be considered correct if there is a minimum of 90% or more detection. For this reason, the detection minimum confidence value is set at 0.9. Figure 5 shows a wireframe of a sample pricing page taken from the dataset. According to this figure, input and output images are shown side by side. When the figure is investigated, it is concluded that many UI objects are hosted together and collected in a wireframe. For example, when the confidence score of the purple masked “paragraph” object was examined, it was determined with 100% accuracy. On the other hand, it is seen that each box object contains text, paragraph, and button. As a result, the detection of these objects in the box with high accuracy also proves the performance of the model. As shown in Figure 5, the first input represents a data sample from the dataset, while the other input image represents the output result from the test set as a result of the Mask R-CNN approach. As shown in Figure 4, while the original image is given as input to the neural network, the features expected to exist in the object are added to a map by passing through Mask R-CNN stages, while the objects to be detected by the RPN are presented in the background, and the objects are segmented. The segmentation flow shown in Figure 4, step-by-step is performed, and UI elements are assigned to high-accuracy class scores.

Although the high-performance Mask R-CNN approach used in the study has contributed satisfactorily to the academic literature, other state-of-the-art classification CNNs have been tested in order to add emphasis to the originality and novelty of the study.
**Figure 4.** Our segmentation architecture consisting of two-stage RPN in wireframes.

**Table 3.** Selected parameter properties and values for the ResNet-101 backbone network.

<table>
<thead>
<tr>
<th>Parameter and hyper-parameter selection</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight decay</td>
<td>0.0001</td>
</tr>
<tr>
<td>Detection NMS threshold</td>
<td>0.3</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Learning momentum</td>
<td>0.9</td>
</tr>
<tr>
<td>RPN and NMS threshold</td>
<td>0.7</td>
</tr>
<tr>
<td>Detection minimum confidence</td>
<td>0.9</td>
</tr>
<tr>
<td>Detection maximum instance</td>
<td>100</td>
</tr>
<tr>
<td>Backbone strides</td>
<td>[4, 8, 16, 32, 64]</td>
</tr>
<tr>
<td>RPN anchor scales</td>
<td>[32, 64, 128, 256, 512]</td>
</tr>
</tbody>
</table>
In the process of gathering the data, according to the existing label information in the ground-truth (annotation) file, cropping was provided according to the points of each bounding box. Each data in the dataset, which has different input sizes, has been prepared according to the appropriate size of the neural network to be used (usually $224 \times 224$). In the next classification task of the study, it is aimed to give successful results by training the models of ResNet [49], Alex Network (AlexNet) [50], Visual Geometry Group Network (VGGNet) [51], Densely Network (DenseNet) [52], and Mobile Network (MobileNet) [53], which are CNNs. The Adam and Adamax [54], Stochastic Gradient Descent (SGD) [55], Root Mean Squared Propagation (RMSProp) [56] optimizers and Step Learning Rate (StepLR) scheduler with Categorical Cross-entropy Loss function have been made to perform better in classification for UI dataset. To test the classification task of the Mask R-CNN, a pipeline as shown in Figure 6 was designed using transfer learning supported pretrained neural networks to compare with other classification algorithms.

Figure 7 differs from other classification network architectures. This step aims to improve the ResNet graphs created in the traditional Mask R-CNN algorithm with various changes in the area shown in yellow in the figure. Accordingly, the activation function formed after Batch Normalization in the ResNet graph changed to Softmax. Then duplicate the identity blocks required for Stage 3. Activation function blocks have been edited, and layers have been added. Within the scope of the study, innovation has been made by using state-of-the-art neural networks to handle Mask R-CNN and improving the existing algorithm. Although Mask R-CNN used in the study is a distinctive method in the literature, the assumed parameter values used for neural network architecture may provide low performance in some studies. During the process of obtaining the changed parameters and the change in performance, 12 different experiments were carried out. Thus, determined the most suitable parameters and hyper-parameters for the wireframe data. The variation of the activation function used during normalization is based on the fact that the prediction accuracy of a neural network is determined by the type of activation function used [57]. Therefore, instead of the consecutively placed Rectified Linear Unit (ReLU) function, the inputs were transferred to the positive graph in the range of 0-1 with the Softmax activation. For the identity blocks in the neural network, after examining the number of blocks and shaping an architecture, the C3: (input data, 3, [128, 128, 512], stage=3, block='e', train-bn) layer was added for the ResNet graph.
3. Experimental results

In this study, computations were carried out on a computer with i9 10980XE processor and NVIDIA Quadro RTX 5000 graphics card to train the existing neural network through training data. Instead of training to obtain the weights of Mask R-CNN, the objects in the test images with annotations were trained using the pretrained weights with the Microsoft Common Objects in Context (MS COCO) dataset [58], supported by transfer learning strategies. Pretrained high-performance training weights are used to alleviate the workload during training [59]. Therefore, these pretrained weights are used in ANNs without the need for weight training again. Some computational metrics are available to calculate the performance rate of the neural network model during training and additionally to observe the check for network overfitting. The simplest and most common method used to evaluate model success is to look at the accuracy rate. The loss rate is found by dividing the number of misclassified samples by the total number of samples. In other words, the error rate is the value that completes the accuracy rate to 1 [60]. During the training stage of the training data, the epoch was gradually
increased. After determining the weights to be used while creating the model in the neural network and the backbone network, 10, 50, 100, 150, 250, and 300 epochs of training were provided, respectively. As the training stage gets longer, the learning rate of the neural network increases, and in addition, the segmentation mask areas created highlight the more accurate areas.

\[
Precision = \frac{TP}{TP + FP}
\]  

\[
mAP = \frac{1}{N} \sum_{i=1}^{N} AP_i
\]

\[
Recall = \frac{TP}{TP + FN}
\]

\[
F1 - Score = 2 \times \frac{Precision \times Recall}{Precision + Recall}
\]

The calculation of the performance metrics used in this study is given in (1), (2), (3), and (4). As a result, the Mean Average Precision (mAP) value is obtained by taking the average of all average precision scores. True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN) values in the given equations represent the estimation results obtained by taking from the confusion matrix seen in Figure 8 with the data estimated by the model. When the values in the table were examined, it was observed that the increase in training success after 150 epochs decreased over time. For this reason, it was decided that the desired target was achieved as a result of 300 epochs, and there was no need for retraining.

The confusion matrix measures the similarity between actual and predicted data. When Figure 8 is examined, the red colored boxes in the matrix represent the faulty areas. Green boxes represent TP values. When the confusion matrix is checked, it is noticed that the number of erroneous areas is kept to a minimum, and correct predictions are increased. Thus, it is seen that the model achieves successful results in learning the classes. For example, when the actual-prediction results for the paragraph class are examined, it is seen that
Figure 8. Confusion matrix for UI classes as a result of training the proposed improved Mask R-CNN algorithm.

79 paragraph data results in 100% accuracy. Therefore, negative prediction results will be treated as 0. When the numerical values in the table are examined, it is seen that there is a linear increase. Thus, the Mask R-CNN algorithm allows object detection, and the improved Mask R-CNN algorithm has reached higher accuracy than other models. When Table 4 is examined, the classification algorithms frequently used in the literature are seen. Using different optimizer parameters and momentum coefficients, calculated the results according to the metrics included in the equations. Considering the same neural network architectures and hyper-parameter values, the Adamax optimizer function performs higher than other networks in wireframes required for detecting UI elements. A self-acting comparative analysis is accomplished between multiple optimizers, LR Scheduler, and loss function to achieve the highest accuracy suitable for the proposed system.

4. Conclusion

In this study, Mask R-CNN was used to detect the UI elements in the hand-created wireframe data. The weights used in the activation function for the inputs in the neural network are pretrained MS COCO weights. RPN and Feature Pyramid Network (FPN) architectures existing in the internal structure of Mask R-CNN are used
Comparison table of various network models for classification of UI elements based on 25 separate class categories. This table is based on a comparison of findings of different models for the classification study (LR: learning rate).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Opt.</th>
<th>LR</th>
<th>Momentum</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGNet-16</td>
<td>Adam</td>
<td>0.001</td>
<td>0.9</td>
<td>51.97%</td>
<td>51.96%</td>
<td>51.56%</td>
<td>51.37%</td>
</tr>
<tr>
<td>VGGNet-16</td>
<td>Adam</td>
<td>0.001</td>
<td>0.9</td>
<td>64.29%</td>
<td>63.58%</td>
<td>64.28%</td>
<td>63.93%</td>
</tr>
<tr>
<td>VGGNet-19</td>
<td>Adam</td>
<td>0.001</td>
<td>0.9</td>
<td>64.29%</td>
<td>64.28%</td>
<td>64.64%</td>
<td>64.45%</td>
</tr>
<tr>
<td>VGGNet-16</td>
<td>SGD</td>
<td>0.001</td>
<td>0.5</td>
<td>69.10%</td>
<td>69.79%</td>
<td>66.58%</td>
<td>68.14%</td>
</tr>
<tr>
<td>AlexNet</td>
<td>Adam</td>
<td>0.001</td>
<td>0.9</td>
<td>72.13%</td>
<td>72.14%</td>
<td>72.13%</td>
<td>72.13%</td>
</tr>
<tr>
<td>DenseNet-169</td>
<td>Adam</td>
<td>0.001</td>
<td>0.5</td>
<td>80.00%</td>
<td>80.89%</td>
<td>80.44%</td>
<td>80.66%</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>Adamax</td>
<td>0.001</td>
<td>0.9</td>
<td>84.07%</td>
<td>84.53%</td>
<td>83.60%</td>
<td>84.06%</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>Adamax</td>
<td>0.001</td>
<td>0.9</td>
<td>88.46%</td>
<td>88.46%</td>
<td>86.56%</td>
<td>87.49%</td>
</tr>
<tr>
<td>DenseNet-161</td>
<td>Adamax</td>
<td>0.001</td>
<td>0.9</td>
<td>88.46%</td>
<td>88.95%</td>
<td>89.94%</td>
<td>89.44%</td>
</tr>
<tr>
<td>MobileNet-v2</td>
<td>Adam</td>
<td>0.001</td>
<td>0.9</td>
<td>90.66%</td>
<td>87.76%</td>
<td>90.65%</td>
<td>89.13%</td>
</tr>
<tr>
<td>Mask R-CNN</td>
<td>Adam</td>
<td>0.001</td>
<td>0.9</td>
<td>96.50%</td>
<td>93.15%</td>
<td>96.43%</td>
<td>94.27%</td>
</tr>
<tr>
<td>Improved Mask R-CNN</td>
<td>Adam</td>
<td>0.001</td>
<td>0.9</td>
<td>98.49%</td>
<td>96.06%</td>
<td>96.26%</td>
<td>96.16%</td>
</tr>
</tbody>
</table>

for feature extraction. As a result of the training of the neural network, a total of 87 test images included in the data set but not present in the training set was given to the network for testing [61]. After training the neural network up to 300 epochs, respectively, for training, 87 test data were tested and it was determined that the highest value for the mAP value, which was used as a performance metric, was 96.50%. Among the CNNs, MobileNet-v2 gave the highest accuracy with 90.66%. As a result, the precision reached 93.15% and the mAP (@Intersection-over-Union, IOU > 0.5) reached 96.50%. Furthermore, the algorithm was improved by replacing the conv blocks in the existing Mask R-CNN graphs, adding them, and changing the input units, and the accuracy increased up to 98.49%. In addition, the increase in precision, recall, mAP and f1-score values with various changes for the existing Mask R-CNN algorithm also proved that the study contributed to the scientific literature.

For future studies, wireframes containing UI elements that are frequently included in the literature but not included in the created data set can be included in the study, so that more UI elements can be detected. Due to the drawing differences caused by the designers when creating the wireframes, the expected performance may not be achieved in the testing process of the wireframes. Therefore, it can be expected that the data set will be replicated as much as possible for future studies and that the network will give performance results in outlier data. In addition, in the software and design industry, the UI/UX stages that exist during the creation of the project, but take a lot of time, can be converted into software codes for a project.
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