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Abstract: Retail companies monitor inventory stock levels regularly and manage them based on forecasted sales to
sustain their market position. Inventory accuracy, defined as the difference between the warehouse stock records and
the actual inventory, is critical for preventing stockouts and shortages. The root causes of inventory inaccuracy are
the employee or customer theft, product damage or spoilage, and wrong shipments. In this paper, we aim at detecting
inaccurate stocks of one of Turkey’s largest supermarket chain using the variational autoencoder (VAE), which is an
unsupervised learning method. Based on the findings, we showed that VAE is able to model the underlying probability
distribution of data, regenerate the pattern from time series data, and detect anomalies. Hence, it reduces time and effort
to manually label the inaccuracy in data. Since the distribution of inventory data depends on selected product/product
categories, we had to use a parametric approach to handle potential differences. For individual products, we built
univariate time series, whereas for product categories we built multivariate time series. The experimental results show
that the proposed approaches can detect anomalies both in the low and high inventory quantities.

Key words: Inventory record inaccuracy, variational autoencoder, anomaly detection, time series data

1. Introduction
Inventory management is an essential aspect of operations management [1]. Inventory control issues can result
in both understocking and overstocking of products. Late deliveries, lost sales, customer complaints, and
production bottlenecks arise from understocking, whereas overstocking wastes space and money that could be
better spent elsewhere. The overall purpose of inventory management is to deliver exceptional customer service,
while keeping inventory costs within reasonable bounds [2]. In retail industry, correct operation of automated
inventory management plays a vital role since they operate with low-single-digit net profit margins. Many
retail companies implement enterprise resource planning systems (ERP) to accurately track inventory levels
and reduce human-related errors [3]. In general, the company information system’s inventory data are based on
daily sales and shipment calculations, but mistakes are made in accepting goods or sending goods from one store
to other stores and ERPs cannot always handle these errors. Inventory record inaccuracy (IRI), the name given
to discrepancies in inventory levels in the literature, causes 1% sales and 3% gross profit loss in the retail industry
[4]. These discrepancies is usually referred to as an anomaly. Anomaly detection (AD) aims to distinguish a
significant dissociation of a point itself from its past value or predicted future value [5]. In the literature, there
are various algorithms on different types of anomaly detection, from credit card fraud to medical diagnosis [6].
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This work is licensed under a Creative Commons Attribution 4.0 International License.
163

Turk J Elec Eng & Comp Sci
(2023) 31: 163 – 179
© TÜBİTAK
doi:10.55730/1300-0632.3977



ARGUN and ALPTEKİN/Turk J Elec Eng & Comp Sci

Machine learning is one of the methods that can detect anomalies, hence the IRI. The output of AD algorithms
can be of two types: anomaly score and binary label. The anomaly score provides the level of anomaly, where
binary label indicates whether a point is an outlier. Although several algorithms directly return binary labels,
outlier scores can also be transformed to binary labels. Anomaly score has more advantages compared to binary
label, because we can rank scores and define a threshold to convert from anomaly score to binary label. Ordering
is critical for the business units to analyze most suspicious events. AD methods can be classified as supervised
and unsupervised depending on whether labels are used in the training phase. The supervised technique is
not well-suited to real world applications because labeling data usually necessitates domain knowledge and
a significant amount of time. Moreover, anomaly data are frequently unbalanced with varied types, and the
properties of anomalous data may be unknown [7]. Many researchers have looked at standard unsupervised AD
methods assuming that anomalies constitute a distinct minority class via the usage of distance-based, density-
based, and angle-based methods [8–10]. However, as the number of features and the size of the data increase,
calculating corresponding similarity for each point in the data becomes challenging. If dimensional reduction
techniques are applied, the details in the data may be lost [11]. To this end, many deep learning algorithms
have been developed [7]. In order to achieve good performance and state-of-the-art outcomes, large labeled data
sets are required for training these algorithms. However, as previously said, large-scale labeled data sets are
difficult to access by, and the annotation process necessitates domain expertise. Hence, researchers are working
to develop unsupervised learning models for problems and tasks that have previously been disregarded. On
that front, unsupervised learning in the works like [12] demonstrated remarkable results using techniques such
as autoencoders (AE). Nevertheless, unsupervised learning is still a complex topic to tackle as it consistently
underperforms supervised learning in various tasks.

In this work, methods based on deep learning are used to detect the IRI. Since the errors in the inventory
levels are to some content hidden in multidimensional data, Variational Autoencoder (VAE), one of the deep
algorithms, is applied to catch these errors. VAE is suitable for dealing with this task, as it proposes a way
of describing the probability of observation in latent space. VAE first encodes the high dimensional data to
latent variables and then decodes data to the original dimension. Instead of creating a single value encoder or
static encoder to describe each latent attribute, VAE is designed to define a probability distribution for each
latent attribute [13]. At the end, the original data and algorithms’ output have differences that are known
reconstruction errors, and anomalies in this context are defined as data points with higher reconstruction
probabilities [14]. In this framework, the numerical inventory stocks are examined as daily time series. A time
series is a series of data points collected in equal time intervals. A time series collects observations or data for a
particular variable collected over a defined and ordered set of periods. This paper aims to detect the anomalies
with the VAE method before they are reflected on the store by using the real inventory stock data of one of
Turkey’s largest supermarket chains. Inventory record inaccuracy is a big problem in the retail sector [15], and
detecting the anomaly before it occurs and generating an alarm in case of a mistake can prevent this error before
it happens. Thus, the contributions of this work can be summarized as follows: • Detecting anomalies in data
whose characteristics change over time; people’s consumption habits can change or the company’s strategy can
change. • Detecting anomalies in univariate time series; the company may want to observe just one product.
• Detecting anomalies in multivariate time series; the company may want to analyze more than one product at
the same time. • Reducing the number of false alarms in the anomaly detection system; companies have limited
sources to investigate the alarm. • Establishing a dynamic anomaly detection structure; • Proposing a method
that ease of adding a new feature, extracting the current features and dynamically defining the thresholds.
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2. Related work
The relevant literature is reviewed in two parts: 1. The studies using inventory management to deal with IRI,
and 2. The studies using unsupervised time series anomaly detection methods.

2.1. Inventory record inaccuracy

The information gathered from automated inventory management information systems is crucial for a successful
business. The presence of IRI in companies is identified via experimental proofs in several papers, which define
the difference between QR (recorded inventory quantity) and QP (psychical stock quantity). IRI research can
be divided into five areas: the presence of IRI, the effects of IRI, the causes of IRI, the reduction of IRI, and the
method of measuring IRI [4]. To decrease IRI, many organizations can use advanced information technologies
like enterprise resource planning and radio frequency identification [16]. Several researchers suggest several
managerial actions. Kök and Shang provide a simple recursion to estimate the system’s cost and propose a
heuristic approach to obtain efficient baselines [17].

Similar to our paper, there are studies in literature that consider inventory stock errors as anomalies in
time series. Anomaly detection is assessed as supervised, semisupervised, or unsupervised [18]. We concentrate
on unsupervised learning algorithms which are mainly categorized into classical anomaly detection and deep
anomaly detection methods [18]. Classical methods use linear calculation, and some of them are distance-based,
density-based, angle-based methods [8–10]. These methods are based on statistical and similarity calculation,
because of calculations when data is increasing the training phase takes too much time. Another classical
method is isolation forest [19], and other tree-based approaches are particularly appealing since they scale well
with huge datasets and offer rapid prediction speeds. Furthermore, they operate well with various features,
such as discrete and continuous, so the features do not need to be normalized. The disadvantage of tree-based
methods is that they are susceptible to variables in data with a small number of samples. For example, they
can mark all special days as anomalies. Another popular classic method is one-class support vector machine
(OC-SVM) that differentiates one class of observations from another by using hyperplanes in multidimensional
space [20].

2.2. Deep anomaly detection methods

We can divide DL anomaly detection models into two groups: forecasting and using the reconstruction error of
input values [18]. In forecasting models, the aim is to train the model with past values and make predictions
for the future using this model. The difference between the estimates and the actual values gives us information
about the degree of abnormality of the points. Recurrent neural network (RNN) and long short-term memory
(LSTM) are very popular for sequence prediction. In [21], the authors use an RNN-based model to detect
anomalies in multivariate time series data to prevent cyberattacks by minimizing mean squared error between
actual and predictions. In [22], they use LSTM to detect anomalies in manufacturing processes by using
advantages of long term effects of processes. AEs are frequently used for AD by learning to rebuild a given
input. The model is only trained on normal data. When it cannot rebuild the input with the same quality as
regular data reconstruction, the input sequence is classified as anomalous data [18]. LSTM autoencoder models
can reveal anomalies by using long term effects [23]. VAEs are a special form of AE that models the relationship
between two random variables, latent variable z and visible variable x. Typically, a prior for z is a multivariate
unit Gaussian N (0; I). VAE learns the distribution of variables, and this feature provides a dynamic structure
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for different variables. The details of VAE is given in Section 3.4. In [14], authors define the reconstruction
probability for anomaly detection as the average probability of the original data generated from the distribution.
Data points with a high chance of reconstruction are classed as anomalies, and vice versa.

3. Methodology

This section summarizes the anomaly detection framework proposed for a Turkish retail company (Figure 1).
We first describe how to decide product categories and collect data from the big data platform. Next, we
introduce variables and explain how to create time-related features. After explaining how to overcome the
missing and extreme values, we introduce the theoretical background of VAE. Finally, we explain how to use
the result of VAE and how to evaluate the generation of alarms.

Figure 1. The overview of methodology.

3.1. Data gathering

We collected data from the big data platform by using pyspark. Pyspark has been released to support the
collaboration of Apache Spark and Python, and it is a Python API for Spark. To understand business
requirements, we had a meeting with the data quality department before starting to analyze data. In the
meeting, as the items have changed over the years, they suggested to make subcategories that includes different
brands of the same product. We aggregate inventory stock information based on subcategories daily, so our
problem becomes to detect anomalies in time series data. To give an example for product hierarchy, ’brand A’
and ’brand B’ pasteurized milk are in the same pasteurized milk subcategory; organic milk, pasteurized milk,
yogurt, and ayran are in the Milk & Yogurt category, while ice-cream, cheese and milk & yogurt are in the dairy
main category. We pick a store and sum up the number of products under the same subcategory daily, so we
have a data set including day and inventory stock quantity. The product hierarchy is shown in Figure 2.

If the firm wants to examine only one subcategory, it takes only that subcategory from the data and
include it in the model. If the firm wants to consider more than one subcategory at the same time and analyze
the interaction between them, they should integrate other categories in the model. The first case is handled as
a univariate time series, while the other is treated as a multivariate time series. Examples for univariate and
multivariate time series are shown in Figure 3.
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Figure 2. An example of product hierarchy.

Figure 3. Univariate and multivariate time series.

3.2. Data explanations and feature engineering

After collecting the data, we need to decide which type of anomalies we want to detect. The first step is to
create features based on current (shown as xt ) and past quantities. These features give information about
history of data and changes in data. The list of variables with their calculation is presented in Table 1.

Table 1. Calculation of variables.

Variable Explanation Calculation
xt Current day stock quantity No need to calculate

xpctchange Percent change from previous days (xt − xt−1)

xt−1

xavglast7 Average of last 7 days 1
7

∑6
i=0 xt−i

xstdlast7 Standard deviation of last 7 days
√

1
7−1

∑6
i=0(xt−i − x)2

xCV last7 Coefficient of variation xstdlast7

xavglast7

The second step is to represent time that is critical to catch seasonality and pattern depending on the
date. One of the most popular method is one-hot encoding, where each categorical value is transferred to a
particular feature in the data set containing binary values, 1 or 0. A disadvantage of this method is that it
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increases the size of the data. For example, if we use one-hot encoding for the day of year variable, we have to
add 365 columns to our data. In order to cope with it, based on [24], we defined time as (x,y) coordinates on
a circle to represent cyclical features (Table 2) with only two variables instead of 365, resulting that the lowest
value of every feature appears right next to the largest value. For example, the first day of the year (1st of
January) should be close to the last year’s last day (31st of December). At this point, the coordinates should be
able to handle the closeness of time-related values with each other. However, if we stick to the ordinal values of
a day in the year, we cannot achieve the desired result. Hence, we use the sine and cosine components of a day
in the year as represented in Figure 4. The upper part of the graph presents sine of the year’s day, whereas the
lower part presents its cosine. When we look to the sine of day representation, we can notice that the values
of the first day and the last day are close as desired. However, if only a single component is used to represent
time (either sine or cosine), we observe that the sine value of 1st of June (midyear) is equal to the sine value
of the 1st of January. To overcome this symmetry issue in the model, the cosine component for the cyclical
feature should be used as well, as suggested in [24]. Using the sine and cosines features together, the proximity
is represented correctly using locations on the circle (Figure 5), where each value for each variable is represented
with a unique point.

Table 2. Representation of time as a sin-cos function.

Variable Explanation Calculation Variable Explanation Calculation

daysin Sine of the
year’s day

sin( 2∗π∗currentday365 ) weekcos Cosine of
the week of
the year

cos( 2∗π∗currentweek
52 )

daycos Cosine of
the year’s
day

cos( 2∗π∗currentday365 ) monthsin Sine of the
month of
the year

sin( 2∗π∗currentmonth
12 )

weeksin
Sine of the
week of the
year

sin( 2∗π∗currentweek
52 ) monthcos Cosine of

the month
of the year

cos( 2∗π∗currentmonth
12 )

On the other hand, we do not create base features, such as average and time representation features, for
multivariate time series, because the company wants to catch the anomaly that caused interaction between the
subcategories. For example, let us consider the scenario of what happens if a store may order traditional milk
instead of pasteurized milk. The traditional milk subcategory inventory stock will increase, and new products
do not replace the pasteurized milk subcategory stock. The store has too many stocks in the traditional milk
subcategory, which causes overstocking, but the store will stock out because of less pasteurized milk. This
mistake directly affects the cost and customer satisfaction.

3.3. Data preprocessing

As each data point has unique properties, it is a challenge to standardize data. Besides, data may be collected
from several sources, which causes an issue with the system’s flow. The prepossessing removes inconsistency
or duplications in data that might impair a model’s accuracy. It also guarantees that no values are wrong
or missing due to human mistakes or defects. Hence, this step involves transforming or encoding data for
easily being interpreted by an algorithm [25]. We preprocess data in two steps: The first step is data cleaning
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Figure 4. Representation of time as a function of sin and cos.

Figure 5. The day of year as a function of sin and cos.

that refers to handling missing or extreme values in the dataset. The missing values due to system errors are
replaced with 0. Moreover, occasionally inventory stock is observed to be less than zero because, on some days,
the number of products returned by customers may be higher than the product sold in subcategories. We also
replace the negative stocks values with 0. On the other hand, a dataset may contain extreme values that are
outside the acceptable range. Identifying and even deleting them enhances ML modeling. For this purpose,
we use the interquartile range (IQR) method. IQR is defined as the difference between the 75th and 25th

percentiles, (Q3 −Q1) of data [28]. Generally, extreme values are defined as 1.5 ∗ IQR below Q1 or 1.5 ∗ IQR
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above Q3 (Tukey’s method). Based on our discussion with the business unit, they indicated that they want
to avoid losing potential anomalies in data; therefore, we used 3 ∗ IQR instead of 1.5 ∗ IQR to highlight
extreme values. The business unit analyzed these extreme values separately and confirmed the appropriateness
of the range. Accordingly, we replace the extreme values with null values, and then the null values are filled
with imputation with linear interpolation [29]. The second step is data transformation, that is converting data
from one format to another useful one. We use feature-wise min-max normalization transformation (Equation
1) because variables measured at different scales do not contribute equally to the model fitting and learned
function and they may result in bias.

xscaled =
x−min(x)

max(x)−min(x)
(1)

3.4. Variational autoencoders (VAE)

Compared to AE, VAE provides more options to adjust, allowing us to have more flexibility in modeling our
latent distribution. VAE learns the data distribution, which is crucial when the data changes over time. Besides,
VAE can be combined with other NN architectures, such as LSTM [26] and CNNs [27]. In our context, the
customer behaviors change over time, and accordingly the companies have to change their strategies. Companies
need to manage a huge amount of data about their customers and their habits to increase satisfaction and
decrease their costs. This is the main reason of choosing VAE, which is a dynamic method.

VAE, a popular generative model, uses a network frame similar to AE. It has two parts: an encoder and
a decoder [30]. The encoder’s goal is to build a compressed feature set, named a latent space representation
based on the input, whereas the decoder’s goal is to reproduce the input data depending on the latent variables
[31]. AE’s training goal is to get the reconstructed term x̃ as close as possible to the original x, requiring AE
to learn the latent attributes of the original data. The latent variable z is required in VAE to be distributed
according to a prior distribution pθ(z) in Equation 2, which is often multivariate unit Gaussian N (0; I). When
mapping from input data x to latent variable z, pθ(z | x) is frequently intractable since pθ(x) is also intractable.

pθ(z | x) = pθ(x | z)
pθ(x)

(2)

As a result, by obtaining an approximation posterior qϕ(z | x) in Equation 3, variational inference techniques
are applied to achieve the tractability.

z ∼ qϕ(z | x) = N (µz,σz
2I) (3)

The encoder calculates the mean µz and standard deviation σz of the approximation posterior qϕ(z | x) . The
evidence lower bound (ELBO) can be calculated using an inference model qϕ(z | x) as follows (Equation 4):

log pθ(x) = Eqϕ(z|x) [log pθ(x)] = Eqϕ(z|x)

[
log

pθ(x | z)pθ(z)
pθ(z | x)

]
= Eqϕ(z|x)

[
log

pθ(x | z)pθ(z)
pθ(z | x)

qϕ(z | x)
qϕ(z | x)

]
=Eqϕ(z|x) [log pθ(x | z) + log pθ(z)− log qϕ(z | x)] +DKL (qϕ(z | x)∥pθ(z | x))

(4)

ELBO is the first term in Equation 4, and the Kullback-Leibler (KL) divergence of the estimated qϕ(z | x)
from the exact posterior pθ(z | x) is the second term. The KL divergence between them must be decreased to
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guarantee that qϕ(z | x) approaches pθ(z | x) . The objective of decreasing KL divergence can be achieved by
increasing ELBO; hence, the VAE loss function can be written as Equation 5 [30]:

LV AE(θ, ∅;x) = −Eqϕ(z|x) [log pθ(x | z) + log pθ(z)− log qϕ(z | x)] (5)

4. Numerical results
The numerical application of our proposed framework is executed on real life data, taken from the biggest
Turkish retail company includes real inventory stock of 18 different subcategories under the milk & yogurt
category. It consists of the data between January 2016 and December 2019, with 2020 and 2021 omitted due to
the pandemic. The company first wanted to see the result for ’normal’ years. Our sample size is 1461 with 18
columns, and the raw data includes daily inventory stock information, hence 1461 different days. The inventory
records inaccuracy is defined as an anomaly, and in this research we aim to present a generic framework for
unsupervised anomaly detection that can be used in all-time series data. Firstly, we propose univariate time
series anomaly detection for the creamy yogurt subcategory. Next, we develop a model including 18 different
subcategories.

4.1. Univariate time series anomaly detection

This type of AD allows the company to focus on only one subcategory, especially, products with short expiration
dates are very critical to catch. Therefore, we selected the creamy yogurt subcategory including 1461 samples
and one column (inventory stock quantity). We created related features, such as percent change from the
previous day, average and standard deviation of the last 7 days, coefficient of variation, time representation
with sine & cosine for the day of the year, week of year, and month of the year. At the end of this feature
engineering step, we obtained a total of 11 variables. The missing and negative values are replaced by 0, and
daily inventory stock data is shown in Figure 6.

Figure 6. Daily stock of creamy yogurt.
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From Figure 6, we can easily see that some values are considerably high compared to others, so we applied
the IQR method as explained in Section 3.3. The processed graph of actual inventory stock is shown in Figure 7.

As the data transformation, we applied min-max normalization, so all variables had values between 0 and
1. Next, we created a VAE model using the Keras library. The architecture of the model has three separate
layers for encoder and decoder, each with 11, 20, and 3 neurons (Figure 8). Eleven neurons represent the
variable number in the input layer. The hidden layer includes 20 neurons, and the latent variable consists of
three neurons, where each z represents different latent variable and each of them have a different average µ

and standard deviation σ . The decoder is symmetric to the encoder (3-20-11). We use the batch size of 32,
and the epoch number of 250.

Figure 7. Daily stock of creamy yogurt after removing extreme values.

We used mean squared error as the loss function. After 250 epochs, the final loss is 0.3113. If we increase
the epoch number or create a more complex structure, there is a risk that the model overfits the data. The
absolute error for each feature and the total anomaly score are calculated. We define a day as an anomaly if the
total anomaly score is greater than Q3 + 1.5*IQR or the error of actual inventory stock is higher than Q3 +
1.5*IQR. Hence, we identified 27 anomalies, which corresponds only to 3.2% of all records. As few alarms are
produced, the business unit can easily review the anomalies. Besides, the model is able to detect high values
as well as low values as anomalies. Moreover, the proposed univariate model can be modified to flag data as
anomaly by defining additional features, such as percent change from the previous day. Using different features,
the business unit potentially analyzes and makes inferences about customer behaviors. Various anomaly flags
are presented in Table 3. The thresholds are different for each variable and each one of them may be analyzed
separately.

In Figure 9, anomaly points in creamy yogurt that is based on the total anomaly score and actual stock
are shown. Generally, high-level inventory stocks are marked, but we can also see several low ones. Another
critical variable is the percent change of inventory stock. Figure 10 shows most of the big jumps of the model.
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Figure 8. The architecture of VAE.

Table 3. Thresholds and number of anomalies.

Variable Flag
threshold

Number of
anomalies

Variable Flag
threshold

Number of
anomalies

xt 0.396 27 xstdlast7 0.259 47
xpctchange 0.034 59 xCV last7 0.303 53
xavglast7 0.366 42 xtotalanomalyscore 0.181 28

For comparison purposes, we tested the same data with isolation forest [19], which is a popular tree-based
AD method that detects anomalies using isolation rather than modeling the normal points. The method with
the standard parameters defined by sklearn library gave 146 anomaly points (Figure 11). When examining the
anomaly points, we noticed that the model marked almost all high stock values as anomalies, which was not
useful for the business unit. Furthermore, isolation forest calculates a single anomaly score for all the features,
whereas VAE enables to analyze each feature separately. Hence, we believe that the model helps to pinpoint
more effective features to identify anomalies and could be adapted to different stores of the retailer with different
demand and supply behavior.

4.2. Multivariate time series anomaly detection

This type of AD allows the company to focus on more than one time series. The business unit can create a single
model to detect anomalies in different subcategories. In this model, we used real inventory stock of 18 different
subcategories under the milk & yogurt category, instead of focusing only creamy yogurt category. Hence, we have
1461 samples and 18 columns representing various subcategories’ inventory levels. We did not include additional
features as we did in univariate model as that would increase the total number of features to 60 (4 features
for a variable plus time representation). Similar to the previous univariate model, we performed imputation
of negative, missing, and extreme values and filled the missing values using IRQ method and subsequently
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Figure 9. Anomaly points in creamy yogurt.

Figure 10. Anomaly points based on percent change variable.

normalized data. The representation of two of the 18 subcategories daily inventory stock data is shown in
Figure 12.

Similar to the univariate model, we created a VAE model using the Keras library. The architecture of the
model has three separate layers for encoder and decoder, each with 18, 25, and 5 neurons (Figure 13). Twenty
neurons represent the variable number in the input layer. The hidden layer includes 25 neurons, and the latent
variable consists of 5 neurons. The decoder is symmetric to the encoder (5-25-18). We used the batch size
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Figure 11. Anomaly points based on the isolation forest method.

Figure 12. Daily stocks after removing extreme values.

of 32, and the epoch number of 500. Mean squared error is chosen as the loss function and after 500 epochs,
the final loss is found as 0.3325. We increased the epoch number and create a more complex structure than
the previous model in order to deal with higher number of features. We did not add extra layers nor increase
training time to prevent overfitting. After fitting the model, we calculated the absolute error for each feature
and the total anomaly score. The loss range of the multivariate model is found lower than the univariate model,
and it enables us to analyze loss for each subcategory separately like Figure 14. We define a day as an anomaly,
if the subcategory reconstruction error is greater than Q3 + 1.5*IQR. Accordingly, we had different anomaly
numbers for each subcategory. In this model type, the business unit can focus on one subcategory or more than
one category at the same time. The number of anomaly flags is given in Table 4. The number of anomalies of
the creamy yogurt subcategory is 33, which is greater than the one in the first model (it was 27). It means that
the different subcategories interact with each other. For comparison purposes, we did not apply the isolation
forest method to multivariate time series for each univariate series because this method gives only one total
anomaly score.
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Figure 13. The architecture of VAE for multivariate time series.

Figure 14. Loss for different subcategories.

5. Discussion and conclusion
The inventory record inaccuracy can cause major problems in the retail industry, such as stockouts and revenue
loss due to poor stock replenishment. In this research, where we were able to work on real-life data, we detect
the errors in the inventory and define them as anomalies. Doing so, we developed an unsupervised approach
for anomaly identification. The key benefit of the proposed model is that it is applicable to different types

176



ARGUN and ALPTEKİN/Turk J Elec Eng & Comp Sci

Table 4. The thresholds and number of anomalies for subcategories.

Subcategory Flag
threshold

Number of
anomalies

Subcategory Flag
threshold

Number of
anomalies

A 0.311 29 K 0.304 40
B 0.299 49 L 0.311 28
C 0.293 23 M 0.288 23
D 0.283 24 N 0.208 82
E 0.251 33 Creamy yogurt 0.289 33
F 0.296 40 O 0.296 24
G 0.225 59 P 0.292 30
H 0.287 38 R 0.295 33
J 0.284 36 S 0.323 24

of time series data. The lack of labels are the biggest challenge for all supervised models, as they introduce
limitations for evaluating previous cases. Furthermore, in unsupervised AD, defining anomaly in formal terms
composes another big challenge. In large-scale AD applications, the definition of what is abnormal is frequently
conditioned by the company’s ability to respond to these abnormalities. An AD algorithm under such constraints
aims to select the most abnormal observations that can be checked and confirmed by the company or service
provider.

This work proposes a generic, unsupervised, and scalable framework for AD in two types of time series
data (univariate and multivariate). When making the right choice, business people need to know all the
advantages and disadvantages of both models. Both frameworks are created as generic, so that it is applicable
to different companies, with different subcategories. Univariate time series AD aims to find anomaly points in
only one subcategory. All separately created features are related to that specific subcategory. Hence, business
side has to build individual models for each subcategory. Multivariate time series AD could be beneficial, if all
subcategories want to be covered in a single model. The main disadvantage of the second model is that, as all
subcategories are examined in the same model, the interactions among them could create some anomalies. While
unsupervised learning is significantly more challenging than supervised learning, we showed on the real data
that the proposed system has a promising capacity to learn meaningful data representations and subsequently
detect anomalous occurrences. Business unit people examined the obtained anomaly points. Generally, they
confirmed many high-value points as anomalies, but they gave feedback that lower-valued ones needed further
investigation.

Applying machine learning algorithms to real life data is not straightforward, especially in unsupervised
learning. The paper provides approaches on how to overcome the problems (e.g., noises, missing values) deriving
from the structure of the data in real life. From a retail perspective, we can apply our method to different
industry components such as product categories, stores, and warehouses. Implementation of it to the inventory
management system could help industry players prevent errors before they occur. The business units could
assess and validate the model results, which could further feedback and improve the unsupervised AD model.
Another contribution is dynamic threshold definition, as it is not easy to analyze all features in the data set.

Although our approach has shed some light on the subject with promising suggestions, further research
could expand our knowledge about unsupervised AD and overcome the study’s shortcomings. Following
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recommendations could be beneficial and provide opportunities for real-life applications: • In the multivariate
approach, clustering the subcategories may improve the overall model accuracy as clusters would have similar
characteristics. • The scope of the current work is limited to one store of a retail company. The replication of
the study in different geographical regions could provide additional insights. • The model’s different variants
(e.g., models with fewer layers, latent variables, batch size) can be generated at varying complexity levels.
• Stock keeping unit-based prediction models could be designed, and the differences between prediction and
real values can be examined to generate insights. • The development of a comprehensive model to cover all
different products and their abnormalities is improbable. However, the attempts to improve the flexibility and
applicability of the model may get us closer to the desired state for unsupervised anomaly detection.
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