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Abstract: In this paper, the connection between the ϵ -pseudospectrum of the tensor product operator A1 ⊗ A2 and
the ϵ -pseudospectrums of operators A1 and A2 has been investigated and some results are given about this connection
under certain conditions.
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1. Introduction
In this study, it will be used that H is separable Hilbert space and (· , ·)H , ∥ · ∥H are inner product and norm
on H , respectively. Also, all linear bounded operators space and Hilbert-Schmidt operators on H class will be
denoted by B(H) and H(H) , respectively.

Given x1 , x2 ∈ H and A1, A2 ∈ B(H) , the definitions of the single tensor product x1⊗x2 ∈ H ⊗H , the
outer product x⊙ y ∈ H(H) and the tensor product of operator A1 ⊗ A2 on the tensor product space H ⊗H

are given in [6, 7].
The definition of ϵ -pseudospectrum is given and studied by several authors; (see [1, 3, 8–12]). While the

ϵ -pseudospectrum of a normal operator in a Hilbert space coincides with the ϵ -neighborhood of the spectrum,
the situation is more involved for nonnormal operators. It is known that the spectral properties of a nonnormal
operator (or matrix) not only depend on its spectrum, but are also affected by the resolvent growth. The
pseudospectra are a good language to describe this growth. Their applications include the finite section method
for Toeplitz matrices, growth bounds for semigroups, numerics for differential operators, matrix iterations, linear
models for turbulence, etc. Moreover, pseudospectra are a useful tool for analyzing operators, furnishing a lot of
information about the algebraic and geometric properties of operators and matrices. They play quite a natural
role in numerical computations, especially in those involving spectral perturbations. The book [11] gives an
extensive account of the pseudospectra, as well as investigations and applications in numerous fields.

Let A ∈ B(H) and ϵ > 0 arbitrary. The ϵ−pseudospectrum σϵ(A) of A is the set of λ ∈ C defined
equivalently by any of the conditions

σϵ(A) = {λ ∈ C :∥ (A− λI)
−1 ∥> ϵ−1}, (1.1)

σϵ(A) = {λ ∈ C :∥ (A− λI)x ∥H< ϵ for someunit vector x ∈ H}, (1.2)
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Here, it is used the convention that ∥ (A− λI)
−1 ∥= ∞ if λ ∈ σ(A) . Therefore, it seems that

σ(A) ⊂ σϵ(A) where σ(A) is the spectrum set of A .
If σϵ(A) = {λ ∈ C :∥ (A− λI)x ∥H< ϵ for someunit vector x ∈ H} as in (1.2), then λ is an ϵ -

pseudoeigenvalue of A and x is a corresponding ϵ -pseudoeigenvector. In other words, the ϵ−pseudospectrum
is the set of ϵ -pseudoeigenvalues.

The outer product of a pair of vectors x, y ∈ H is a rank-one bounded linear transformation on H such
that

(x⊙ y) z = (z, x)H y (1.3)

for every z ∈ H . It is easily seen that ∥ x⊙ y ∥N=∥ x ∥H∥ y ∥H and (x⊙ y)
∗
= y ⊙ x .

Some results of the outer product’s ϵ−pseudospectrum and ϵ− pseudospectral radius were given in the
studies [3] by J. Cui, C. Li and Y. Poon and [1] by M. Bendaoud, A. Benyouness and M. Sarih, respectively.

A. Brown and C. Pearcy showed that σ(A ⊗ B) = σ(A).σ(B) in [2]. In this study, it will be aimed
to achieve some results regarding the connection between σϵ(A ⊗ B) and σϵ(A), σϵ(B) by applying a similar
method in [2]. However, it is generally not true that σϵ(A⊗B) = σϵ(A)σϵ(B) , since σ(A⊗B) ⊂ σϵ(A⊗B) .

For example, suppose that A1 = αI and A2 = βI , for α, β ∈ C . It is seen that σϵ (A1) = d (α, ϵ)

and σϵ (A2) = d (β, ϵ) and σϵ(A ⊗ B) = d (αβ, ϵ) as d(x, ϵ) = {y : |x − y| < ϵ} [3]. Then, according to
the value of α, β and ϵ , the equality σϵ(A ⊗ B) = σϵ(A)σϵ(B) does not hold. Also, it cannot be said that
σϵ(A⊗B) ⊂ σϵ (A1)σϵ (A2) or σϵ (A1)σϵ (A2) ⊂ σϵ(A⊗B) .

The problem of this study is to determine the connection between the ϵ−pseudospectrum of tensor
product operator A1 ⊗A2 and the ϵ− pseudospectrums of operators A1 and A2 in some special cases.

2. Some results For the connection between σϵ (A1 ⊗A2) and σϵ (A1) , σϵ (A2) in some special cases

It is shown the point spectrum set of any operator with σp (.) notation throughout this study.

Proposition 2.1 Let Ai ∈ B(H) for i ∈ {1, 2} and ϵ > 0 . If 0 ∈ σp(Ai) , then

d(0, ϵ) ⊂ σϵ (Ai ⊗Aj)

for i, j ∈ {1, 2} .

Proof Since other cases can be shown in a similar way, let i = 1, j = 2 . Since 0 ∈ σp(A1) , there is a
x ∈ H, ∥ x ∥= 1 such that A1x = 0 . Now, let us define x ⊗ x ∈ B(H ⊗ H) . It is clear that ∥ x ⊗ x ∥= 1 .
Suppose that λ ∈ d(0, ϵ) . Then,

∥ (A1 ⊗A2 − λ)x⊗ x ∥=∥ A1x⊗A2x− λx⊗ x ∥= |λ| < ϵ.

2

Proposition 2.2 Let Ai ∈ B(H) for i ∈ {1, 2} . Then, for i, j ∈ {1, 2} and 0 ̸= λ ∈ σp(Ai) ,

λσϵ (Aj) ⊂ σ∣∣λ∣∣.ϵ (Ai ⊗Aj) .
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Proof Since other cases can be shown in a similar way, let i = 1, j = 2 . Now, if λ ∈ σp(A1) , there is
a x1 ∈ H, ∥ x1 ∥= 1 such that A1x1 = λx1 and if λ2 ∈ σϵ(A2) , there is a x2 ∈ H, ∥ x2 ∥= 1 such that
∥ (A2 − λ2)x2 ∥< ϵ . Now, let x1 ⊗ x2 ∈ B(H ⊗H) be defined. It is easily seen that ∥ x2 ⊗ x1 ∥= 1 . Then

=∥ (A1 ⊗A2 − λλ2)x1 ⊗ x2 ∥=∥ A1x1 ⊗A2x2 − λλ2x1 ⊗ x2 ∥= |λ| ∥ (A2 − λ2)x2 ∥< |λ|.ϵ.

Hence, it is obtained that λλ2 ∈ σ|λ|ϵ (A1 ⊗A2) . 2

Conversely, σ∣∣λ∣∣.ϵ (Ai ⊗Aj) ⊂ λσϵ (Aj) is not hold in generally.

Example 2.1 Let H = C2 , and A1 =

[
1 0
0 2

]
, A2 = 3I on H . It is clear that σp(A1) = {1, 2} and

σϵ(A2) = d(3, ϵ) [3]. Also, it is clear that A1 ⊗ A2 is a normal operator. So, σϵ(A1 ⊗ A2) = d(3, ϵ) ∪ d(6, ϵ)

[11]. Hence, σ2ϵ(A1 ⊗A2) ̸= 2.σϵ(A2) .

Now, some definitions and lemmas will be given since they will be used in the proof of theorems that will
be given in the continuation of the study.

Let construct a Hilbert space H
′ opposed to H , i.e., the space whose elements and law of addition are

identical with those of H , but with the reversed inner product (x, y)H′ = (y, x)H and with multiplication of a

vector by a scalar redefined as λ◦x = λx . Note that a one-one correspondence A ↔ A
′ can be defined between

B (H) and B
(
H

′
)

defined by A
′
x = Ax for all x . It is clear that

σϵ(A
′
) = (σϵ(A)) = {λ : λ ∈ σϵ(A)}. (2.1)

Lemma 2.1 [4] The correspondence x⊗y → x⊙y possesses a unique extension to a Hilbert space isomorphism
φ of H

′ ⊗H onto the Hilbert space H(H) of Hilbert-Schmidt operators on H . Moreover, if A1, A2 ∈ B(H) ,
then A

′

1 ⊗A2 is carried by φ onto the operator TA2A1
∗ ∈ B(H(H)) defined by

TA2A∗
1
X = A2XA∗

1

for all X ∈ H(H) .

Let LA, RA ∈ B(H(H)) for A ∈ B(H) be defined by setting for X ∈ H(H) , LAX = AX and
RAX = XA , respectively.

It is clear that RA2
LA1

= LA1
RA2

and TA2A∗
1
= RA2

LA∗
1
.

A. Brown and C. Pearcy showed that

σ(LA) = σ(RA) = σ(A)

in [2].To see
σϵ(LA) = σϵ(RA) = σϵ(A),

let us define J be an involuntary isometry on H(H) such that J (A) = A∗ for A ∈ H(H) . Then, it is clear
that RA = JLA∗J and since ∥

(
JLAJ − λ

)
X ∥H(H)=∥ (LA − λ)X∗ ∥H(H) , for any X ∈ H(H) , ∥ X ∥= 1 , it

is obvious that σϵ (JLAJ) = (σϵ (LA)) .
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Lemma 2.2 For A ∈ B(H) , σϵ(LA) = σϵ(RA) = σϵ(A) .

Proof If λ ∈ σϵ(LA) , there is X ∈ H(H) , such that ∥ X ∥= 1 and it is satisfied that ∥ (LA − λ)X ∥H(H)< ϵ .
It is known that ∥ (LA − λ)X ∥⩽∥ (LA − λ)X ∥H(H) [5]. Now, for x ∈ H,x ̸= 0 and Xx ̸= 0 , let us define the

vector x0 =
x

∥ Xx ∥
. It is easily seen that ∥ Xx0 ∥= 1 and

∥ (A− λ)Xx0 ∥⩽∥ (LA − λ)X ∥< ϵ.

Therefore, σϵ(LA) ⊂ σϵ(A) . On the other hand, for λ ∈ σϵ(A) , there exists a unit vector, ∥ x ∥= 1 ,
such that ∥ (A− λ)x ∥< ϵ . Let an operator X be defined as X = x⊙ x ∈ H(H) . It is clear that Xx = x and
∥ X ∥= 1 . Since that the operator (LA − λ)X is rank one operator, ∥ (LA − λ)X ∥N=∥ (LA − λ)X ∥ by [5],
and the following inequality

∥ (LA − λ)X ∥ = sup
y∈H

(
∥ (LA − λ)Xy ∥H

∥ y ∥H

)
= sup

y∈H

(
| (y, x)H | ∥ (A− λ)x ∥H

∥ y ∥H

)

< ϵ sup
y∈H

(
| (y, x)H |
∥ y ∥H

)
⩽ ϵ

holds. Hence, σϵ(LA) = σϵ(A) . Now, since RA = JLA∗J , σϵ (JLAJ) = (σϵ (LA)) , and due to [11](
(p.46), (σϵ(A)) = σϵ(A

∗)
)

, it is seen that σϵ(RA) = σϵ(A) . 2

Now, let φ be any isomorphism of H onto H
′ . For each A1 ∈ B(H) , denote by A0

1 the element of

B(H) satisfying the equation A0
1

′

= φA1φ
−1 . The tensor product of φ with the identity mapping on H is

an isomorphism of H ⊗H onto H
′ ⊗H that carries each operator A1 ⊗ A2 ∈ B (H ⊗H) onto the operator

A0
1

′

⊗A2 ∈ B
(
H

′ ⊗H
)

. Thus by Lemma 2.1 and the equation (2.1) , the equality

σϵ (A1 ⊗A2) = σϵ

(
A0

1

′

⊗A2

)
= σϵ

(
TA2A0

1
∗

)
= σϵ

(
RA2

LA0
1
∗

)
is obtained. On the other hand, we have the following equation from the equation (2.1) ,

σϵ(A1) = σϵ(A
0
1

′

) = (σϵ(A0
1)) = σϵ(A

0
1
∗
).

Hence, the problem becomes to find the connection between σϵ (RA2LA1) and σϵ(LA1) , σϵ(RA2) .

Theorem 2.1 Let Ai ∈ B(H) for i ∈ {1, 2} and at least one of them is equal αI . Then, for i, j ∈ {1, 2} and
ϵ > 0 ,

σ∣∣α∣∣.ϵ (Ai ⊗Aj) = ασϵ (Aj) .

Proof Since other cases can be shown in a similar way, let i = 1, j = 2 and A1 = αI . Because of Proposition
2.2

ασϵ (A2) ⊂ σ∣∣α∣∣ϵ (A1 ⊗A2) .
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Now, suppose that λ ∈ σ∣∣α∣∣ϵ (Ai ⊗Aj) = σ∣∣α∣∣ϵ (RA2LA1) . Then,

∥ (RA2LA1 − λ)X ∥H(H)= |α| ∥
(
RA2 −

λ

α

)
X ∥H(H)< |α|ϵ.

Hence, λ
α ∈ σϵ(RA2

) = σϵ(A2) . 2

Corollary 2.1 Let A ∈ B(H) and ϵ > 0 . Then,

σϵ (I ⊗A) = σϵ (A) = σϵ (A⊗ I) .

Theorem 2.2 Let α ∈ C be nonzero. When P ∈ B(H) is a nontrivial projection,

σϵ (αP ⊗A) = d(0, ϵ) ∪ ασ ϵ
|α|

(A) = σϵ (A⊗ αP ) .

Proof It will be proved that σϵ (αP ⊗A) = d(0, ϵ) ∪ ασ ϵ
|α|

(A) . The proof of the equation σϵ (A⊗ αP ) =

d(0, ϵ) ∪ ασ ϵ
|α|

(A) can be given same way.

Now, because of σp(αP ) = {0, α} ,

d(0, ϵ) ∪ ασ ϵ
|α|

(A) ⊂ σϵ (αP ⊗A) .

by Proposition 2.1 and Proposition 2.2. Now, let λ ∈ σϵ (αP ⊗A) = σϵ (RALαP ) . Then there is a X ∈ H(H), ∥
X ∥= 1 such that

∥ (RALαP − λ)X ∥H(H)< ϵ.

Since P is a nontrivial projection, H = KerP ⊕Ker(I − P ) . If RangeX ⊂ KerP , then |λ| < ϵ . Now,
suppose that RangeX ̸⊂ KerP . Therefore, Xx = x1 + x2, x1 ∈ KerP, x2 ∈ Ker(I − P ) for every x ∈ H .
Now, for Xx = x1 + x2, x ∈ H,x1 ∈ KerP, x2 ∈ Ker(I − P ) , let us define X1 : H → KerP,X1x = x1 and
X2 : H → Ker(I − P ), X2x = x2 . It means that X = X1 +X2 . Also, it is easily seen that PX = PX2 = X2

and ∥ X2 ∥= 1 . Now,

|α| ∥
(
RA − λ

α

)
X2 ∥H(H)≤∥ (RALαP − λ)X ∥H(H)< ϵ

when P (αPXA− λX) = α(PX2A− λPX2) = α(X2A− λX2) .Hence, λ ∈ α.σ ϵ
|α|

(A) 2

Corollary 2.2 Let A ∈ B(H) and P be a nontrivial projection. Then,

σϵ (P ⊗A) = d(0, ϵ) ∪ σϵ (A) = σϵ (A⊗ P ) .

Theorem 2.3 Let A1 ∈ B(H) satisfies A1
2 = 0 and A2 ∈ B(H) , then

σϵ(A1 ⊗A2) = d(0,
√
ϵ2+ ∥ A1 ∥∥ A2 ∥ ϵ) = σϵ(A2 ⊗A1).

Proof By Proposition 2.4 in [3]. 2

Corollary 2.3 Let x1, x2 ∈ H be arbitrary and (x1, x2)H = 0 . Now, for A ∈ B(H) , ϵ > 0 ,

σϵ((x1 ⊙ x2)⊗A) = d(0,
√
ϵ2+ ∥ x1 ∥∥ x2 ∥∥ A2 ∥ ϵ) = σϵ(A⊗ (x1 ⊙ x2)).
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