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Abstract: This paper is devoted to defining the delayed analogue of the Mittag-Leffler type function with three
parameters and investigating a representation of a solution to Langevin delayed equations with Prabhakar derivatives
involving two generalized fractional distinct orders, which are first introduced and investigated, by means of the Laplace
integral transform. It is verified by showing the solution satisfies the introduced system. Special cases which are also
novel are presented as examples. The findings are illustrated with the help of the RLC circuits.

Key words: Fractional Langevin type equation, Mittag-Leffler type function, Prabhakar fractional derivative, RLC
circuit

1. Introduction
Fractional calculus is an extension of integer calculus. This difference (extension) creates great opportunities,
that integer calculus does not have, for fractional calculus, such as modeling social and physical problems
more adequately. This and reasons like this have encouraged many researchers to study in this area. In
a very short time like about 30 years, it has become the center of attention. This has led to the use of
fractional calculus in many fields such as signal, electrochemistry, engineering, control theory, biophysics,
mathematical physics, etc; see[25][8][15][30][9][21][32]. A fractional differential equation, which is a differential
equation with fractional orders, is the most important subject of fractional calculus, and it has two major
aspects; theoretical analysis[9][32] and numerical simulations[4][6][17][18][29][31]. It is easily noticed that
Riemann-Liouville and Caputo fractional derivatives are mostly used in the literature even though there are
lots of definitions of fractional derivatives. This makes working with the Prabhakar fractional derivative more
reasonable because the Prabhakar fractional derivative contains both Caputo and Riemann-Liouville derivatives.
The fractional operator which was described in [26], and profoundly examined in [20] causes the Prabhakar
fractional derivative[13] to emerge as of late. Properties of Prabhakar fractional derivative and integral such
as the semi-group, the inverse, the commutativity, the linearity, and more information are discussed in the
articles[12][13][20][27]. In a short period, it has started to be used in several applications[11][33] and applied and
pure mathematical subjects[14][28]. In addition, the Prabhakar fractional derivative includes many available
derivatives such as the Gorenflo-Minardi, the Miller-Ros, Riemann-Liouville, Caputo, the Lorenzo–Hartley
fractional derivatives, etc; which makes it stand out.
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Paul Langevin gave an elaborative description, under the name of the Langevin equation, of Brownian
motion in the 1900s. Langevin equations[5],[7] can describe many of the stochastic problems in fluctuating envi-
ronments. But, today the traditional Langevin-type equation could not adequately formulate some sophisticated
physical phenomena[19]. This creates the need to generalize the classical Langevin equation in order to better
describe the sophisticated physical problems. There is no doubt that one of them is the fractional Langevin
type system acquired from the traditional Langevin equation by using a fractional-order derivative instead of
an integer-order derivative. As seen in the works[37][22][23][2][1][35], many researchers have tried to both in-
troduce and examine the Langevin-type systems consisting of two different fractional-order derivatives. In this
context, although there are several studies about fractional Langevin-type systems, there is no study about frac-
tional Langevin-type delayed systems excluding a small number of studies. For instance, Mahmudov[24] defines
the delayed Mittag-Leffler type function generated by λ1 , λ2 of two parameters by drawing inspiration from
Mittag-Leffler function with two parameters in order to solve Langevin delayed equations with Riemann- Liou-
ville fractional derivatives as shown in (1.1) replacing Prabhakar fractional derivatives by Riemman- Liouville
fractional derivatives. Huseynov et al.[16] solve Langevin delayed equations with Caputo fractional derivatives
with the help of the same delayed Mittag-Leffler type function generated by λ1 , λ2 of two parameters. The
above explanations and the pioneer works[16][24] inspire us to consider the following inhomogeneous linear frac-
tional Langevin delayed equations with Prabhakar fractional derivatives of Caputo type involving two distinct
general fractional orders{

PCDw,δ
η,α1

z (x)− λ2
PCDw,δ

η,α2
z (x)− λ1z (x− h) = ζ(x), x ∈ (0, T ], h > 0,

z(x) = ψ(x), x ∈ [−h, 0] (1.1)

where PCDw,δ
η,α1

and PCDw,δ
η,α2

stand for the Prabhakar derivative of Caputo type of fractional orders α1 and α2

in distinct intervals m− 1 < α1 ≤ m and m− 2 < α2 ≤ m− 1 with m ≥ 2 , ψ : [−h, 0] → R is (m− 1) -times
continuously differentiable, the disturb function ζ : [0, T ] → R , λ1, λ2 ∈ R , and T = nh for a fixed natural
number n ∈ N .

2. Preliminaries
In the present section, we will remind basic notions to help the readers easily understand all of the details of
this paper.

Rn is an Euclidean space whose dimension is n ∈ N . ACn(a, T ) with T > a consists of such a real-valued
function g that it owns derivatives up to order n− 1 on (a, T ) , and g(n−1) is absolutely continuous.

For η, α1, δ, w ∈ C with Re(α1), Re(η) > 0 , the Prabhakar fractional integral[26][11][20] is given as noted
below (

Iw,δ
η,α1

ζ
)
(x) =

∫ x

0

(x− s)
α1−1

Eδ
η,α1

(w (x− s)
η
) ζ (s) ds (2.1)

where the famous Mittag-Leffler function with three parameters

Eδ
η,α1

(x) =

∞∑
i=0

(δ)i
Γ(iη + α1)

xi

i!
.

here Γ(.) is the well-known Gamma function and (δ)i is the Pochhammer symbol, that is, (δ)i =
Γ(δ+i)
Γ(δ) or

(δ)0 = 1, (δ)i = δ(δ + 1)...(δ + i− 1), i = 0, 1, 2, ... .
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Remark 2.1 The Mittag-Leffler function with three parameters Eδ
η,α1

(t) for δ = 0 is equal to 1
Γ(α1)

, that is,

E0
η,α1

(t) = 1
Γ(α1)

.

Remark 2.2 The Prabhakar fractional integral Iw,δ
η,α1

for δ = 0 reduces to Riemann-Liouville fractional integral
of order α1 .

In the work[13], the Prabhakar derivatives of Caputo types is given as follows

(
PCDw,δ

η,α1
ζ
)
(x) = Iw,−δ

η,m−α1

(
dm

dxm
ζ

)
(x) =

∫ x

0

(x− s)
m−α1−1

E−δ
η,m−α1

(w (x− s)
α1)

dm

dsm
ζ (s) ds, (2.2)

where η, α1, δ, w ∈ C with Re(η) > 0, Re(α1) ≥ 0 , and m = ⌊Re(α2)⌋ + 1 (here ⌊.⌋ is the floor function) and
ζ ∈ ACm(0, T ) .

Remark 2.3 The Prabhakar fractional derivative of Caputo type PCDw,δ
η,α1

for δ = 0 reduces to Caputo
fractional derivative of order α1 .

Definition 2.4 [36] If ζ is a both exponentially bounded and measurable function from [0,∞) to R , then the
Laplace transform of the function ζ ; L{ζ(x)} (s) , is defined by

L{ζ(x)} (s) =
∫ ∞

0

e−sxζ(x)dx, s ∈ C.

Lemma 2.5 [36] The shifting feature for the Laplace integral transform is given by

L{ζ(x− h)H(x− h)} (s) = e−hsL{ζ(x)} (s),

where the heaviside H : R → R is given by

H(x) =

{
1, x ≥ 0,
0, x < 0.

Lemma 2.6 [36] The Laplace integral transform of the convolution of ζ and ψ which are two functions on
[0,∞) is given by

L{(ζ ∗ ψ) (x)} (s) = L{ζ (x)} (s) ζL {ψ (x)} (s) , s ∈ C.

Lemma 2.7 [36] Suppose that B is an operator on a Banach space that is bounded and linear with ∥B∥ < 1 .
(I −B)

−1 is also so bounded and linear that

(I −B)
−1

=

∞∑
i=0

Bi,

where I is the identity operator.
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Lemma 2.8 [10] For any η, α1, w > 0 , the Laplace integral transform of the Mittag-Leffler function with three
parameters Eδ

η,α1
(wxη) is

L
{
xα1−1Eδ

η,α1
(wxη)

}
(s) = s−α1

(
1− ws−η

)−δ
,

which holds for Re(s) > ∥w∥
1

α1 .

Lemma 2.9 [10] The Laplace integral transform of Prabhakar fractional derivative of Caputo-type is represented
by

L
{
PCDw,δ

η,α1
ζ (x)

}
(s) = sα1

(
1− ws−η

)δ L{f (x)} (s)−
m−1∑
i=0

sα1−i−1
(
1− ws−η

)δ
ζ(i)(0).

where m− 1 ≤ Re(α1) < m .

From now on, all of the below sharing contributions will be novel.

3. A representation of a solution to system (1.1)

In this section, we will investigate a representation of a solution to the system (1.1). For this, we need to define
a new Mittag-Leffler type function and make new preparations.

Firstly, we will extend the Mittag-Leffler function with three parameters to shorten the coming notations.

Remark 3.1 The extended three-parameter Mittag-Leffler function Ew,δ
η,α1

(x) is given by

Ew,δ
η,α1

(x) = (x)α1−1
+ Eδ

η,α1
(wxη) ,

where η, α1, δ, w ∈ C , h > 0 , (x)+ = max{x, 0} .

Definition 3.2 Delayed analogue of Mittag-Leffler type function generated by λ1 , λ2 of three parameters
Ew,δ,θ
η,α1,α2,γ (λ1, λ2; .) : R → R is defined by

Ew,δ,θ
η,α1,α2,γ (λ1, λ2;x) =

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+θ

η,iα1+jα2+γ (x− ih)H (x− ih)

for η, α1, θ, γ, δ, w ∈ C , λ1, λ2 ∈ R , and h > 0 .

Lemma 3.3 The delayed analogue of the three-parameter Mittag-Leffler type function produced by λ1 , λ2 under
the choices δ = 0 reduces to the delayed two-parameter Mittag-Leffler type function produced by λ1 , λ2 of [16,
Definition 3.1.] and [24, Definition 2].

Remark 3.4 Delayed Mittag-Leffler type function generated by λ1 , λ2 of three parameters in Definition 3.2 is
in the closed form. It is understandable that the keystone of the delayed Mittag-Leffler type function generated
by λ1 , λ2 of three parameters is the three-parameter Mittag-Leffler function. If it is necessary to write it clearly,
one can write it down as follows, Ew,δ,θ

η,α1,α2,γ (λ1, λ2;x) :

Ew,δ,θ
η,α1,α2,γ (λ1, λ2;x) =

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
j (x− ih)

iα1+jα2+γ−1
Eiδ+θ

η,iα1+jα2+γ (w (x− ih)
η
)H (x− ih) .
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Lemma 3.5 The following expression is true:

1(
sα1 (1− ws−η)

δ − λ2sα2 (1− ws−η)
δ
)i+1

=

∞∑
j=0

(
i+ j

j

)
λ2

j

s(i+1)α1+j(α1−α2) (1− ws−η)
(i+1)δ

,

provided that |λ2| < |sα1−α2 | .

Proof If |λ2| < |sα1−α2 | , according to the Taylor series representation, we have

1(
sα1 (1− ws−η)

δ − λ2sα2 (1− ws−η)
δ
)i+1

=
1(

sα1 (1− ws−η)
δ
)i+1

1(
1− λ2

sα1−α2

)i+1

=
1(

sα1 (1− ws−η)
δ
)i+1

∞∑
j=0

(
i+ j

j

)(
λ2

sα1−α2

)j

=

∞∑
j=0

(
i+ j

j

)
λ2

j

s(i+1)α1+j(α1−α2) (1− ws−η)
(i+1)δ

.

2

Lemma 3.6 The following inverse Laplace transform expression is true:

L−1

{(
sα1

(
1− ws−η

)δ − λ2s
α2
(
1− ws−η

)δ − λ1e
−sh
)−1

}
(x) = Ew,δ,δ

η,α1,α1−α2,α1
(λ1, λ2;x) ,

provided that |λ1(sα1 (1− ws−η)
δ − λ2s

α2 (1− ws−η)
δ
)−1e−sh| < 1 .

Proof If the stated condition holds, according to the Neumann Series we have(
sα1

(
1− ws−η

)δ − λ2s
α2
(
1− ws−η

)δ − λ1e
−sh
)−1

=
(
sα1

(
1− ws−η

)δ − λ2s
α2
(
1− ws−η

)δ)−1

×
(
1− λ1

(
sα1

(
1− ws−η

)δ − λ2s
α2
(
1− ws−η

)δ)−1

e−sh

)−1

=
(
sα1

(
1− ws−η

)δ − λ2s
α2
(
1− ws−η

)δ)−1

×
∞∑
i=0

λ1
i
(
sα1

(
1− ws−η

)δ − λ2s
α2
(
1− ws−η

)δ)−i

e−ish

=

∞∑
i=0

λ1
i
(
sα1

(
1− ws−η

)δ − λ2s
α2
(
1− ws−η

)δ)−(i+1)

e−ish.

If Lemma 3.5 is applied, one can get(
sα1

(
1− ws−η

)δ − λ2s
α2
(
1− ws−η

)δ − λ1e
−sh
)−1

=

∞∑
i=0

λ1
i

∞∑
j=0

(
i+ j

j

)
λ2

j

s(i+1)α1+j(α1−α2) (1− ws−η)
(i+1)δ

e−ish

=

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
j 1

s(i+1)α1+j(α1−α2) (1− ws−η)
(i+1)δ

e−ish.
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If Lemmas 2.5 and 2.8 are employed, one can get

L−1

{(
sα1

(
1− ws−η

)δ − λ2s
α2
(
1− ws−η

)δ − λ1e
−sh
)−1

}
(x)

=

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1
(x− ih)H (x− ih) ,

which is the desired result. 2

Lemma 3.7 The following inverse Laplace transform expression is true:

L−1

{
sk+1e−sh

sα1 (1− ws−η)
δ − λ2sα2 (1− ws−η)

δ − λ1e−sh

}
(x) = Ew,δ,δ

η,α1,α1−α2,α1+k+1 (λ1, λ2;x− h) ,

for k=0,1, …, provided that |λ1(sα1 (1− ws−η)
δ − λ2s

α2 (1− ws−η)
δ
)−1e−sh| < 1 .

Proof By receiving help from the proof of Lemma 3.6, we get

sk+1e−sh

sα1 (1− ws−η)
δ − λ2sα2 (1− ws−η)

δ − λ1e−sh

=

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
j 1

s(i+1)α1+j(α1−α2)+k+1 (1− ws−η)
(i+1)δ

e−(i+1)sh.

If Lemmas 2.5 and 2.8 are employed, one can get

L−1

{
sk+1e−sh

sα1 (1− ws−η)
δ − λ2sα2 (1− ws−η)

δ − λ1e−sh

}
(x)

=

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1+k+1 (x− (i+ 1)h)H (x− (i+ 1)h) ,

which is the desired result. 2

Lemma 3.8 The following inverse Laplace transform expression is true:

L−1

{
sγ (1− ws−η)

δ

sα1 (1− ws−η)
δ − λ2sα2 (1− ws−η)

δ − λ1e−sh

}
(x) = Ew,δ,0

η,α1,α1−α2,α1−γ (λ1, λ2;x) ,

provided that |λ1(sα1 (1− ws−η)
δ − λ2s

α2 (1− ws−η)
δ
)−1e−sh| < 1 .

Proof Since the proof is similar to the proofs of Lemma 3.6 and 3.7, we omit it. 2

Now, we especially calculate the Laplace integral transform of the delayed term z(x − h) . Based on the
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substitution ε = x− h , we have

L{z (x− h)} (s) =
∫ ∞

0

e−sxz (x− r) dx

= e−sh

∫ ∞

−h

e−sεz (ε) dε

= e−sh

(∫ 0

−h

e−sεz (ε) dε+

∫ ∞

0

e−sεz (ε) dε

)

= e−shL{z (x)} (s) +
∫ 0

−h

e−s(ε+h)ψ (ε) dε.

In the light of the substitution ε+ h = x , one can obtain

L{z (x− h)} (s) = e−shL{z (x)} (s) +
∫ h

0

e−sxψ (x− h) dx

= e−shL{z (x)} (s) +
∫ ∞

0

e−sxψ̃ (x− h) dx

= e−shL{z (x)} (s) + L
{
ψ̄ (x− h)

}
(s) , (3.1)

where the unit-step ψ̃ : R → R is defined as follows

ψ̃(x) =

{
ψ(x), −h ≤ x ≤ 0,
0, x > 0.

It is time to offer the first main theorem.

Theorem 3.9 Under the condition that the Laplace transforms of all terms in (1.1) exist, an analytical solution
to system (1.1) is given by

z(t) =

m−2∑
k=0

(
xk

Γ(k + 1)
+ λ1Ew,δ,δ

η,α1,α1−α2,α1+k+1 (λ1, λ2;x− h)

)
ψ(k)(0)

+ Ew,δ,0
η,α1,α1−α2,m (λ1, λ2;x)ψ

(m−1)(0)

+ λ1

∫ min{x−h,0}

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds

+

∫ x

0

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− s) ζ(s)ds.

Proof If the Laplace integral function is applied to both sides of the system (1.1)

sα1
(
I − ws−η

)δ
Z (s)−

m−1∑
i=0

sα1−i−1
(
I − ws−η

)δ
ψ(i)(0)

− λ2

(
sα2

(
I − ws−η

)δ
Z (s)−

m−2∑
i=0

sα2−i−1
(
I − ws−η

)δ
ψ(i)(0)

)

− λ1
(
e−shZ (s) + L

{
ψ̄ (x− h)

}
(s)
)
= L{ζ (x)} (s) .
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One can rearrange the just-above equation as follows(
sα1

(
I − ws−η

)δ − λ2s
α2
(
I − ws−η

)δ − λ1e
−sh
)
Z (s)

=

m−2∑
i=0

(
sα1−i−1

(
I − ws−η

)δ − λ2s
α2−i−1

(
I − ws−η

)δ)
ψ(i)(0)

sα1−m
(
I − ws−η

)δ
ψ(m−1)(0) + λ1L

{
ψ̄ (x− h)

}
(s) + L{ζ (x)} (s) .

Divide the whole equation by the coefficient of Z (s) ,

Z (s) =

m−2∑
i=0

sα1−i−1 (I − ws−η)
δ − λ2s

α2−i−1 (I − ws−η)
δ

sα1 (I − ws−η)
δ − λ2sα2 (I − ws−η)

δ − λ1e−sh
ψ(i)(0)

+
sα1−m (I − ws−η)

δ

sα1 (I − ws−η)
δ − λ2sα2 (I − ws−η)

δ − λ1e−sh
ψ(m−1)(0)

+
λ1

sα1 (I − ws−η)
δ − λ2sα2 (I − ws−η)

δ − λ1e−sh
L
{
ψ̄ (x− h)

}
(s)

+
1

sα1 (I − ws−η)
δ − λ2sα2 (I − ws−η)

δ − λ1e−sh
L{ζ (x)} (s) .

By adding and subtracting λ1e
−sh in the nominator of the first term, we get

Z (s) =

m−2∑
i=0

(
sα1−i−1 +

sα1−i−1λ1e
−sh

sα1 (I − ws−η)
δ − λ2sα2 (I − ws−η)

δ − λ1e−sh

)
ψ(i)(0)

+
sα1−m (I − ws−η)

δ

sα1 (I − ws−η)
δ − λ2sα2 (I − ws−η)

δ − λ1e−sh
ψ(m−1)(0)

+
λ1

sα1 (I − ws−η)
δ − λ2sα2 (I − ws−η)

δ − λ1e−sh
L
{
ψ̄ (x− h)

}
(s)

+
1

sα1 (I − ws−η)
δ − λ2sα2 (I − ws−η)

δ − λ1e−sh
L{ζ (x)} (s) .

Now if one takes the inverse of the Laplace transform and uses Lemmas 2.6 3.5, 3.6, and 3.7, the following is
acquired

z(t) =

m−2∑
k=0

(
xk

Γ(k + 1)
+ λ1Ew,δ,δ

η,α1,α1−α2,α1+k+1 (λ1, λ2;x− h)

)
ψ(k)(0)

+ Ew,δ,0
η,α1,α1−α2,m (λ1, λ2;x)ψ

(m−1)(0) + λ1

∫ x−h

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s) ψ̃(s)ds

+

∫ x

0

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− s) ζ(s)ds.

We consider that if x ≥ h , then∫ x−h

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds =

∫ 0

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds,
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and if x < h , then∫ x−h

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds =

∫ x−h

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds,

which gives ∫ x−h

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds

=

∫ min{x−h,0}

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds.

This is the last point for this lemma, which means the proof is completed. 2

Remark 3.10 The condition that the Laplace transforms of all terms in (1.1) exist is a setback for this theorem.
Theorem 3.16 shows that this condition could be removed.

Theorem 3.11 An explicit solution to the system (1.1) with ζ = 0 is given by

z(t) =

m−2∑
k=0

(
xk

Γ(k + 1)
+ λ1Ew,δ,δ

η,α1,α1−α2,α1+k+1 (λ1, λ2;x− h)

)
ψ(k)(0)

+ Ew,δ,0
η,α1,α1−α2,m (λ1, λ2;x)ψ

(m−1)(0)

+ λ1

∫ min{x−h,0}

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds.

In order to prove this theorem shortly and understandably, we calculate some expressions we will face in
the proof.

Lemma 3.12 The Prabhakar fractional derivative of Caputo type PCDw,δ
η,α1

of Ew,θ
η,α2

(x) is given as follows:

PCDw,δ
η,α1

Ew,θ
η,α2

(x) = Ew,θ−δ
η,α2−α1

(x) .

Proof We will use the related definition and the properties of the gamma functions,
PCDw,δ

η,α1
Ew,θ
η,α2

(x) = PCDw,δ
η,α1

xα2−1Eθ
η,α2

(wxη)

=

∞∑
i=0

(θ)i w
i

Γ(iη + α2)i!
Iw,−δ
η,m−α1

(
dm

dxm
xiη+α2−1

)
= Iw,−δ

η,m−α1
xα2−m−1Eθ

η,α2−m (wxη) .

From [20, Theorem 2], one can obtain

PCDw,δ
η,α1

Ew,θ
η,α2

(x) = xα2−α1−1Eθ−δ
η,α2−α1

(wxη)

= Ew,θ−δ
η,α2−α1

(x) .

2
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Corollary 3.13 We note that

PCDw,δ
η,α1

Ew,θ
η,α2

(x) =

(
m−2∑
k=0

xk

Γ(k + 1)
ψ(k)(0)

)

=

∫ x

0

(x− s)
m−α1−1

E−δ
η,m−α1

(w (x− s)
α1)

dm

dsm

m−2∑
k=0

sk

Γ(k + 1)
dsψ(k)(0)

= 0.

Lemma 3.14 The following equation holds true:

∞∑
l=0

∞∑
k=0

(
l + k

k

)
blk = b00 +

∞∑
l=0

∞∑
k=1

(
l + k − 1

k − 1

)
blk +

∞∑
l=1

∞∑
k=0

(
l + k − 1

k

)
blk

where blk ∈ R for each l, k ∈ N .

Proof It can be easily proved based on these known information
(
0
0

)
= 1 ,

(
l
k

)
= 0 , for k > l , and(

l
k

)
=
(
l−1
k

)
+
(
l−1
k−1

)
, for 0 < k < l . 2

Proof of Theorem 3.11: We will calculate the Prabhakar fractional derivatives of Caputo type PCDw,δ
η,α1

of
all terms one by one in order to simplify the proof. Applying Lemma 3.12 and Corollary 3.13 to the just-above
expression, we get

PCDw,δ
η,α1

m−2∑
k=0

(
xk

Γ(k + 1)
+ λ1Ew,δ,δ

η,α1,α1−α2,α1+k+1 (λ1, λ2;x− h)

)
ψ(k)(0)

=λ1

m−2∑
k=0

Ew,δ,0
η,α1,α1−α2,k+1 (λ1, λ2;x− h)ψ(k)(0)

=λ1

m−2∑
k=0

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+k+1 (x− (i+ 1)h)H (x− (i+ 1)h)ψ(k)(0).

From Lemma 3.14 one can easily acquire

PCDw,δ
η,α1

m−2∑
k=0

(
xk

Γ(k + 1)
+ λ1Ew,δ,δ

η,α1,α1−α2,α1+k+1 (λ1, λ2;x− h)

)
ψ(k)(0)

=λ1

m−2∑
k=0

(x− h)k

Γ(k + 1)
ψ(k)(0)

+ λ1

m−2∑
k=0

∞∑
i=0

∞∑
j=1

(
i+ j − 1

j − 1

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+k+1 (x− (i+ 1)h)H (x− (i+ 1)h)ψ(k)(0)

+ λ1

m−2∑
k=0

∞∑
i=1

∞∑
j=0

(
i+ j − 1

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+k+1 (x− (i+ 1)h)H (x− (i+ 1)h)ψ(k)(0)
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=λ1

m−2∑
k=0

(x− h)k

Γ(k + 1)
ψ(k)(0)

+ λ1λ2

m−2∑
k=0

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+α1−α2+k+1 (x− (i+ 1)h)H (x− (i+ 1)h)ψ(k)(0)

+ λ1
2
m−2∑
k=0

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1+k+1 (x− (i+ 2)h)H (x− (i+ 2)h)ψ(k)(0)

=λ1

m−2∑
k=0

(x− h)k

Γ(k + 1)
ψ(k)(0) + λ1λ2

m−2∑
k=0

Ew,δ,0
η,α1,α1−α2,α1−α2+k+1 (λ1, λ2;x− h)ψ(k)(0)

+ λ1
2
m−2∑
k=0

Ew,δ,δ
η,α1,α1−α2,α1+k+1 (λ1, λ2;x− 2h)ψ(k)(0). (3.2)

Secondly, we will calculate the following expression

PCDw,δ
η,α1

Ew,δ,0
η,α1,α1−α2,m (λ1, λ2;x)ψ

(m−1)(0)

=PCDw,δ
η,α1

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+m (x− ih)H (x− ih)ψ(m−1)(0)

=PCDw,δ
η,α1

∞∑
i=0

∞∑
j=1

(
i+ j − 1

j − 1

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+m (x− ih)H (x− ih)ψ(m−1)(0)

+PCDw,δ
η,α1

∞∑
i=1

∞∑
j=0

(
i+ j − 1

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+m (x− ih)H (x− ih)ψ(m−1)(0)

=λ2
PCDw,δ

η,α1

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+α1−α2+m (x− ih)H (x− ih)ψ(m−1)(0)

+λ1
PCDw,δ

η,α1

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1+m (x− (i+ 1)h)

×H (x− (i+ 1)h)ψ(m−1)(0)

=λ2

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ−δ

η,iα1+j(α1−α2)+m−α2
(x− ih)H (x− ih)ψ(m−1)(0)

+λ1

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+m (x− (i+ 1)h)H (x− (i+ 1)h)ψ(m−1)(0)

=λ2Ew,δ,−δ
η,α1,α1−α2,m−α2

(λ1, λ2;x)ψ
(m−1)(0) + λ1Ew,δ,0

η,α1,α1−α2,m (λ1, λ2;x− h)ψ(m−1)(0). (3.3)
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Thirdly, we will calculate the Prabhakar fractional derivative of the last term in the solution equation

PCDw,δ
η,α1

(
λ1

∫ min{x−h,0}

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds

)

=λ1
PCDw,δ

η,α1

∫ min{x−h,0}

−h

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1
(x− (i+ 1)h− s)

×H (x− (i+ 1)h− s)ψ(s)ds

=λ1
PCDw,δ

η,α1

∫ min{x−h,0}

−h

∞∑
i=0

∞∑
j=1

(
i+ j − 1

j − 1

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1
(x− (i+ 1)h− s)

×H (x− (i+ 1)h− s)ψ(s)ds

+λ1
PCDw,δ

η,α1

∫ min{x−h,0}

−h

∞∑
i=1

∞∑
j=0

(
i+ j − 1

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1
(x− (i+ 1)h− s)

×H (x− (i+ 1)h− s)ψ(s)ds

=λ1λ2
PCDw,δ

η,α1

∫ min{x−h,0}

−h

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+2α1−α2
(x− (i+ 1)h− s)

×H (x− (i+ 1)h− s)ψ(s)ds

+λ1
2PCDw,δ

η,α1

∫ min{x−h,0}

−h

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+2δ

η,iα1+j(α1−α2)+2α1
(x− (i+ 2)h− s)

×H (x− (i+ 2)h− s)ψ(s)ds

=λ1λ2

∫ min{x−h,0}

−h

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+α1−α2
(x− (i+ 1)h− s)

×H (x− (i+ 1)h− s)ψ(s)ds

+λ1
2

∫ min{x−2h,0}

−h

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1
(x− (i+ 2)h− s)

×H (x− (i+ 2)h− s)ψ(s)ds

=λ1λ2

∫ min{x−h,0}

−h

Ew,δ,0
η,α1,α1−α2,α1−α2

(λ1, λ2;x− h− s)ψ(s)ds

+λ1
2

∫ min{x−2h,0}

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− 2h− s)H (x− (i+ 2)h− s)ψ(s)ds. (3.4)
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Lastly, one can easily calculate the following expressions

− λ2
PCDw,δ

η,α2
z(x)

=− λ2
PCDw,δ

η,α2

[m−2∑
k=0

(
(x− h)k

Γ(k + 1)
+ λ1Ew,δ,δ

η,α1,α1−α2,α1+k+1 (λ1, λ2;x− h)

)
ψ(k)(0)

+ Ew,δ,0
η,α1,α1−α2,m (λ1, λ2;x)ψ

(m−1)(0)

+ λ1

∫ min{x−h,0}

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds

]

=− λ2λ1

m−2∑
k=0

Ew,δ,0
η,α1,α1−α2,k+1 (λ1, λ2;x− h)ψ(k)(0)− λ2Ew,δ,−δ

η,α1,α1−α2,m−α2
(λ1, λ2;x)ψ

(m−1)(0)

− λ2λ1

∫ min{x−h,0}

−h

Ew,δ,0
η,α1,α1−α2,α1−α2

(λ1, λ2;x− h− s)ψ(s)ds, (3.5)

and

−λ1z(x− h) = −λ1
m−2∑
k=0

(
(x− h)k

Γ(k + 1)
+ λ1Ew,δ,δ

η,α1,α1−α2,α1+k+1 (λ1, λ2;x− 2h)

)
ψ(k)(0)

− λ1Ew,δ,0
η,α1,α1−α2,m (λ1, λ2;x− h)ψ(m−1)(0)

− λ1
2

∫ min{x−2h,0}

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− 2h− s)ψ(s)ds. (3.6)

A linear combination of equations (3.2), (3.3), (3.4), (3.5), and (3.6) gives the desired equation

PCDw,δ
η,α1

z (x)− λ2
PCDw,δ

η,α2
z (x)− λ1z (x− h) = 0.

2

Theorem 3.15 An explicit solution to system (1.1) with zero initial condition is given by

z(x) =

∫ x

0

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− s) ζ(s)ds.

Proof Taking the Prabhakar fractional derivative of Caputo type PCDw,δ
η,α1

of
∫ x

0
Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− s) ζ(s)ds

as done in Theorem 3.11, one can easily acquire the result. 2

A combination of Theorems 3.11 and 3.15 provides the following result.

Theorem 3.16 An analytical whole solution to inhomogeneous linear fractional Langevin delayed equations
with Prabhakar fractional derivatives of Caputo type involving two distinct general fractional orders in (1.1) is
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given by

z(x) =

m−2∑
k=0

(
xk

Γ(k + 1)
+ λ1Ew,δ,δ

η,α1,α1−α2,α1+k+1 (λ1, λ2;x− h)

)
ψ(k)(0)

+ Ew,δ,0
η,α1,α1−α2,m (λ1, λ2;x)ψ

(m−1)(0)

+ λ1

∫ min{x−h,0}

−h

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− h− s)ψ(s)ds

+

∫ x

0

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− s) ζ(s)ds.

Remark 3.17 This paper is a quite comprehensive study because it is novel and inholds quite different novel
results(see; special cases’ section) as well as containing results of the available works(see; Lemma 3.18 ) in the
literature.

Lemma 3.18 Under the special selections of the existent parameters, our findings correspond to some works
in the literature.

a) An analytical solution expressed in Theorem 3.16 for system (1.1) under the choices δ = 0 reduces to that
of [16, Theorem 4.2.].

b) An analytical solution expressed in Theorem 3.16 for system (1.1) under the choices δ = 0 , h = 0 , and
m = 2 corresponds to that of [3, Theorem 3.1.].

4. Examples
In this section, as examples, we offer a couple of special cases of our findings, which are also new.

Example 4.1 Let us consider inhomogeneous linear fractional Langevin delayed equations (1.1) with Prabhakar
fractional derivatives of Caputo type involving two fractional distinct orders 0 < α2 ≤ 1 , 1 < α1 ≤ 2 . In this
case, Theorem 3.16 can be reexpressed as follows.

Proposition 4.2 An explicit solution formula of the initial value system (1.1) with m = 2 has the following
form

z(x) = 1 + λ1Ew,δ,δ
η,α1,α1−α2,α1+1 (λ1, λ2;x− h)ψ(0) + Ew,δ,0

η,α1,α1−α2,2
(λ1, λ2;x)ψ

′
(0)

+ λ1

∫ min{x−h,0}

−h

Ew,δ,δ
η,α1,α1−α2α1

(λ1, λ2;x− h− s)ψ(s)ds

+

∫ x

0

Ew,δ,δ
η,α1,α1−α2,α1

(λ1, λ2;x− s) ζ(s)ds

Example 4.3 If h = 0 is taken, then the inhomogeneous linear fractional Langevin delayed equations (1.1)
with Prabhakar fractional derivatives of Caputo type involving two distinct general fractional orders transforms
to the inhomogeneous linear fractional Langevin equations with Prabhakar fractional derivatives of Caputo type
involving two distinct general fractional orders which is also not studied before. In this case, Theorem 3.16 can
be restated as noted below.
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Proposition 4.4 An explicit solution formula of the initial value system (1.1) with h = 0 transforms to the
following form

z(x) =

m−2∑
k=0

xk

Γ(k + 1)
ψ(k)(0)

=

m−2∑
k=0

λ1

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1+k+1 (x)ψ
(k)(0)

+

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+m (x)ψ(m−1)(0)

+

∫ x

0

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1
(x− s) ζ(s)ds.

Example 4.5 If h = 0 and m = 2 are taken, then the inhomogeneous linear fractional Langevin delayed
equations (1.1) with Prabhakar fractional derivatives of Caputo type involving two generalized fractional distinct
orders m − 2 < α2 ≤ m − 1 , m − 1 < α1 ≤ m transforms to the inhomogeneous linear fractional Langevin
equations with Prabhakar fractional derivatives of Caputo type involving two fractional distinct orders 0 < α2 ≤
1 , 1 < α1 ≤ 2 which is also not studied before. In this case, Theorem 3.16 can be restated as noted below.

Proposition 4.6 An explicit solution formula of the initial value system (1.1) with h = 0 transforms to the
following form

z(x) = 1 + λ1

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1+1 (x)ψ(0)

+

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ

η,iα1+j(α1−α2)+m (x)ψ(m−1)(0)

+

∫ x

0

∞∑
i=0

∞∑
j=0

(
i+ j

j

)
λ1

iλ2
jEw,iδ+δ

η,iα1+j(α1−α2)+α1
(x− s) ζ(s)ds.

5. An application to the RLC circuits

RLC circuits are exploited for radio receivers, signal processing, the tuning process of television, etc. Due to its
widespread usage, we illustrate our findings with the help of RLC circuits.

RLC circuits as seen in Figure 1 have four main elements: the resistance(R), the inductance(L), the
capacitance(C), and the voltage(E) in addition to the current(I). The voltage drops of resistor, inductor, and
capacitor in series are equal to VR = IR , VL = LdI

dt , and VC = Q
C which are acquired from experimental data

and physics, here Q stands for the charge of the capacitor so that d
dtQ(t) = I(t) .

Based on Kirchoff’s law, one can get

VL + VR + VC = E(t)
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Figure 1. An RLC series circuit.

where E(t) is the voltage. Thus, the differential equation is as follows

L
d

dt
I(t) +RI(t) +

1

C
Q(t) = E(t).

Then, the second-order linear ordinary differential equation is noted below

L
d2

dt2
I(t) +R

d

dt
I(t) +

1

C
I(t) =

d

dt
E(t).

We will examine an initial value problem for a fractional Langevin delayed equation with fractional orders
1 < α1 ≥ 2 , 0 < α2 ≥ 1 as a special case. The main principle needs to formalize an initial value problem for a
fractional Langevin delayed equation that models the RLC circuits in series in the following form of{

LPCDw,δ
η,α1

I (t) +RPCDw,δ
η,α2

I (t) 1
C I (t− h) = ζ(t), t ∈ (0, T ], h > 0,

I(t) = ψ(t), t ∈ [−h, 0]. (5.1)

In order to find the current I(t) , we use Theorem 3.16, it can be written as noted below

I(t) = 1− 1

RL
Ew,δ,δ
η,α1,α1−α2,α1+1

(
− 1

RL
,−R

L
; t− h

)
ψ(0)

+

∫ t

0

Ew,δ,δ
η,α1,α1−α2,α1

(
− 1

RL
,−R

L
; t− s

)
E

′
(s)ds

+
1

L
Ew,δ,0
η,α1,α1−α2,2

(
− 1

RL
,−R

L
; t

)
ψ

′
(0)

− 1

RL

∫ min{t−h,0}

−h

Ew,δ,δ
η,α1,α1−α2,α1

(
− 1

RL
,−R

L
; t− h− s

)
ψ(s)ds.

For common parameters α1 = 1, 4 , α2 = 0.7 , η = 1 , δ = 1 , L = 2 , R = 40 , C = 16 × 10−4 , ψ(t) = 2t2 ,
w = 1 , h = 0.5 , T = 2 , the graphs of the currents I for different frequencies θ = 5, 10, 25 in E(t) = 20 sin(θt)

are plotted in Figure 2.

Remark 5.1 In Figure 1, there are four components in an RLC series circuit: the resistance (R) , the inductance
(L) , the capacitance (C) , and the voltage (E) . There are two types of voltages, alternating voltage and direct
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voltage. The alternating voltage changes the polarity of the connections at regular intervals, but the direct voltage
does not. The alternating voltage E is chosen in this paper because it is more widely used in various applications
of houses, office buildings, etc.

Remark 5.2 As seen in Figure 2, in the considered RLC circuit with the alternating voltage E, the current I
is the alternating current which describes the flow of charge that changes direction periodically. The alternating
current is of a sinusoidal structure. The corresponding peak currents for the alternating voltage E(t) = 20 sin(θt)

with θ = 5 , θ = 10 , and θ = 25 in the discussed system are approximately equal to Iθ=5 = 10 , Iθ=10 = 7 ,
and Iθ=25 = 4 , respectively. This shows that the increases in the frequencies of the system cause the decreases
in the corresponding peak currents. It is also easily observed that the corresponding wavelengths of the currents
decrease as the frequencies increase.

for θ=5

for θ=10

for θ=25

0.5 1.0 1.5 2.0
t

-10

-5

5

10

i(t)

Figure 2. Graphs of the currents I(t) for θ = 5, 10, 25 in E(t) = 20 sin(θt) .

6. Conclusion
We introduce the Langevin delayed equations with Prabhakar derivatives involving two distinct general frac-
tional orders and investigate its explicit solution using the Laplace transform. It is shown that the obtained
solution satisfies the introduced system. A couple of special cases which are also new are offered. Lastly, we
exemplify our theoretical results via RLC circuits.

As a next work, one can investigate not only the system’s stabilities such as Lyapunov, finite-time,
Ulam-Hyers stabilities, etc; but also the system’s controllability such as approximate controllability, relative
controllability, iterative learning controllability, etc.

References

[1] Ahmad B, Nieto JJ, Alsaedi A, El-Shahed M. A study of nonlinear langevin equation involving two frac-
tional orders in different intervals. Nonlinear Analysis: Real World Applications 2012; 13 (2): 599-606.
https://doi.org/10.1016/j.nonrwa.2011.07.052

[2] Ahmad B, Nieto JJ. Solvability of nonlinear langevin equation involving two fractional orders with dirichlet boundary
conditions. International Journal of Differential Equations 2010; 649486. https://doi.org/10.1155/2010/649486

[3] Ahmadova A, Mahmudov NI. Langevin differential equations with general fractional orders and their appli-
cations to electric circuit theory. Journal of Computational and Applied Mathematics 2021; 388: 113299.
https://doi.org/10.1016/j.cam.2020.113299

160



AYDIN/Turk J Math

[4] Aslam M, Murtaza R, Abdeljawad T, Rahman GU, Khan A et al. A fractional order HIV/AIDS epidemic model
with Mittag-Leffler kernel. Advances in Difference Equations 2021; 2021: 107. https://doi.org/10.1186/s13662-021-
03264-5

[5] Beck C, Roepstorff G. From dynamical systems to the langevin equation. Physica A: Statistical Mechanics and its
Applications 1987; 145 (1-2): 1–14. https://doi.org/10.1016/0378-4371(87)90239-1

[6] Begum R, Tunç O, Khan H, Gulzar H, Khan A. A fractional order Zika virus model with Mittag–Leffler kernel.
Chaos, Solitons & Fractals 2021; 146: 110898. https://doi.org/10.1016/j.chaos.2021.110898

[7] Coffey WT, Kalmykov YP, Waldron JT. The Langevin Equation. Singapore: World Scientific, 2004.

[8] Coimbra CFM. Mechanics with variable-order differential operators. Annals of Physics 2003; 515 (11-12): 692-703.
https://doi.org/10.1002/andp.200351511-1203

[9] Diethelm K. The Analysis of Fractional Differential Equations. Berlin, Germany: Springer, 2010.

[10] Eshaghi S, Ghaziani RK, Ansari A. Stability and dynamics of neutral and integro-differential regular-
ized Prabhakar fractional differential systems. Computational and Applied Mathematics 2020; 39: 250.
https://doi.org/10.1007/s40314-020-01296-3

[11] Fernandez A, Baleanu D. Classes of Operators in Fractional Calculus: A Case Study. Mathematical Methods in the
Applied Sciences 2021; 44 (11): 9143-9162. https://doi.org/10.1002/mma.7341

[12] Fernandez A, Restrepo JE, Suragan D. Prabhakar-type linear differential equations with variable coefficients.
https://doi.org/10.48550/arXiv.2205.13062

[13] Garra R, Gorenflo R, Polito F, Tomovski Z. Hilfer–Prabhakar derivatives and some applications. Applied Mathe-
matics and Computation 2014;, 242: 576-589. https://doi.org/10.1016/j.amc.2014.05.129

[14] Giusti A, Colombaro I, Garra R, Garrappa R, Polito F et al. A practical guide to Prabhakar fractional calculus.
Fractional Calculus and Applied Analysis 2020; 23 (1): 9-54. https://doi.org/10.1515/fca-2020-0002

[15] Heymans N, Podlubny I. Physical interpretation of initial conditions for fractional differential equations with
Riemann-Liouville fractional derivatives. Rheologica Acta 2006; 45: 765-771. https://doi.org/10.1007/s00397-005-
0043-5

[16] Huseynov IT, Mahmudov NI. A class of Langevin time-delay differential equations with general fractional orders
and their applications to vibration theory. Journal of King Saud University – Science 2021; 33 (8): 101596.
https://doi.org/10.1016/j.jksus.2021.101596

[17] Khan H, Alzabut J, Shah A, He ZY, Etwmad S, Rezapor S, Zada A. On fractal-fractional waterborne disease
model: A study on theoretical and numerical aspects of solutions via simulations. Fractals 2023; 31 (4): 2340055.
https://doi.org/10.1142/S0218348X23400558

[18] Khan H, Alzabut J, Baleanu D, Alobaidi G, Rehman MU. Existence of solutions and a numerical scheme for a
generalized hybrid class of n-coupled modified ABC-fractional differential equations with an application. AIMS
Mathematics 2023; 8 (3): 6609-6625. https://doi.org/10.3934/math.2023334

[19] Klages R, Radons G, Sokolov IM. Anomalous Transport: Fundations and Applications. Weinheim, Germany: Wiley-
VCH, 2008.

[20] Kilbas AA, Saigo M, Saxena RK. Generalized Mittag-Leffler function and generalized fractional calculus operators.
Integral Transforms and Special Functions 2004; 15 (1): 31-49. https://doi.org/10.1080/10652460310001600717

[21] Kilbas AA, Srivastava HM, Trujillo JJ. Theory and Applications of Fractional Differential Equations. Amsterdam,
Netherlands: Elsevier Science BV, 2006.

[22] Lim SC, Li M, Teo LP. Langevin equation with two fractional orders. Physics Letters A 2008; 372 (42): 6309-6320.
https://doi.org/10.1016/j.physleta.2008.08.045

[23] Lim SC, Teo LP. The fractional oscillator process with two indices. Journal of Physics A: Mathematical and
Theoretical 2009; 42 (6): 065208. https://doi.org/10.1088/1751-8113/42/6/065208

161



AYDIN/Turk J Math

[24] Mahmudov NI. Fractional Langevin type delay equations with two fractional derivatives. Applied Mathematics
Letters 2020; 103: 106215. https://doi.org/10.1016/j.aml.2020.106215

[25] Obembe AD, Hossain ME, Abu-Khamsin SA. Variable-order derivative time fractional diffusion model
for heterogeneous porous media. Journal of Petroleum Science and Engineering 2017; 152: 391-405.
https://doi.org/10.1016/j.petrol.2017.03.015

[26] Prabhakar TR. A singular integral equation with a generalized Mittag-Leffler function in the kernel. Yokohama
Mathematical Journal 1971; 19: 7-15.

[27] Polito F, Tomovski Z. Some properties of prabhakar–type fractional calculus operators. Fractional Differential
Calculus 2016; 6 (1): 73-94.

[28] Rani N, Fernandez A. Solving Prabhakar differential equations using Mikusiński’s operational calculus. Computa-
tional and Applied Mathematics 2022; 41: 107. https://doi.org/10.1007/s40314-022-01794-6

[29] Shah A, Khan RA, Khan A, Khan H, Gómez-Aguilar JF. Investigation of a system of nonlinear fractional order
hybrid differential equations under usual boundary conditions for existence of solution. Mathematical Methods in
the Applied Sciences 2021; 44 (2): 1628-1638. https://doi.org/10.1002/mma.6865

[30] Sweilam NH, Al-Mekhlafi SM. Numerical study for multi-strain tuberculosis (TB) model of variable-order fractional
derivatives. Journal of Advanced Research 2016; 7 (2): 271-283. https://doi.org/10.1016/j.jare.2015.06.004

[31] Tajadodi H, Khan A, Gómez-Aguilar JF, Khan H. Optimal control problems with Atangana-Baleanu fractional
derivative. Optimal Control Applications and Methods 2021; 42 (1): 96-109. https://doi.org/10.1002/oca.2664.

[32] Tarasov V. Handbook of Fractional Calculus with Applications. Berlin, Germany: Gruyter, 2019.

[33] Tomovski Z̆, Dubbeldam JLA, Korbel J. Applications of Hilfer–Prabhakar operator to option pricing financial
model. Fractional Calculus and Applied Analysis 2020; 23 (4): 996-1012. https://doi.org/10.1515/fca-2020-0052

[34] Wang J, Luo Z, Fečkan M. Relative controllability of semilinear delay differential systems with linear parts defined
by permutable matrices. European Journal of Control 2017; 38: 39-46. https://doi.org/10.1016/j.ejcon.2017.08.002

[35] Wei Z, Li Q, Chea J. Initial value problems for fractional differential equations involving Riemann–Liouville
sequential fractional derivative. Journal of Mathematical Analysis and Applications 2010; 367 (1): 260-272.
https://doi.org/10.1016/j.jmaa.2010.01.023

[36] Whittaker ET, Watson GN. A course of modern analysis. Cambridge, England: Cambridge University Press, 1927.

[37] Yu T, Deng K, Luo M. Existence and uniqueness of solutions of initial value problems for nonlinear langevin
equation involving two fractional orders. Communications in Nonlinear Science and Numerical Simulation 2014; 19
(6): 1661-1668. https://doi.org/10.1016/j.cnsns.2013.09.035

162


	Langevin delayed equations with Prabhakar derivatives involving two generalized fractional distinct orders
	Recommended Citation

	Introduction
	Preliminaries
	A representation of a solution to system (1.1)
	Examples
	An application to the RLC circuits
	Conclusion

