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Abstract

Fetal electrocardiograms (FECG) contain important indications about the health and condition of the fetus. In this respect, it is crucial to apply a robust algorithm to ECG data for extraction of the FECG signal. Most of the independent component analysis (ICA) algorithms used for this purpose rely on simple statistical models. Such algorithms can fail to separate desired signals when the assumed statistical model is inaccurate. Statistical models can be estimated accurately using kernel density estimation methods. Therefore, the kernel density estimation method was used in this paper for building an ICA algorithm (nonparametric ICA: NpICA) and the algorithm was applied to abdominal recordings to separate the FECG signals, which had not been implemented before. Checking of the separation quality of the NpICA algorithm was applied to synthetic ECG signals and real multichannel ECG recordings obtained from a pregnant woman’s skin. The test results showed that the NpICA algorithm outperformed other known ICA algorithms such as FastICA and JADE. The superior performance of the NpICA algorithm was especially evident in recordings with high signal length. This indicates that the NpICA method is more robust than other classical ICA algorithms for FECG extraction.
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1. Introduction

FECG extraction is an interesting and difficult problem in biomedical engineering. Doppler ultrasounds are routinely used for measurement of fetal heart rate (FHR) during pregnancy and delivery [1]. Nevertheless, FHR variability, an important parameter to assess fetal distress, is the only parameter obtained by the Doppler ultrasound, while classical ECG measurements can provide additional information such as morphological and temporal parameters of the FECG during gestation. These temporal parameters are associated with the level of fetal oxygenation [2]. Another advantage of the FECG is the long-term monitoring of high risk pregnancies at home. The Doppler ultrasound is not suitable for long-term ambulant monitoring due to its high sensitivity.
to movements and the need for frequent repositioning of the ultrasound probe [3,4]. The ultrasound probe is also problematic and uncomfortable, while the procedure involves launching a 2 MHz signal toward the fetus [5]. Nevertheless, besides many advantages, the abdominal ECG measurement also has some disadvantages. One of them is that the FECG is generated from a very small heart, so the signal amplitude is low and noise from electromyographic activity affects the signal due to its low voltage. Another noise source is the maternal ECG (MECG), which can be 5-1000 times higher in terms of intensity and ability to induce surface potentials [6]. The MECG affects all of the electrodes, so there is no place to put an electrode on the mother’s skin to receive just the FECG signal without the mother’s signal. In each probe, the MECG is higher than the FECG in magnitude. Therefore, extracting the FECG from the recorded signal is very important.

Due to the fact that the MECG, the FECG, and the mixing environment (mother’s abdomen) are not known, the FECG extraction can be assumed as a typical blind source separation (BSS) problem. The first application of BSS techniques to FECG extraction was done by De Lathauwer [7]. Many different methods [8-16] have been developed to detect the FECG for abdominal recordings. Pani et al. developed a real time application using the OL-JADE algorithm [17]. Among these algorithms, the most promising algorithms are ICA algorithms, but the standard ICA algorithm still has not been improved for FECG extraction, and statistical modeling of probability density functions (pdfs) is a challenging problem for ICA algorithms. Many existing methods rely on simple assumptions about the source statistics and are characterized by well-assessed convergence and consistency properties [18]. When such hypotheses hold strictly, most conventional ICA algorithms are capable of quickly and efficiently achieving the desired source separation. However, such algorithms can perform suboptimally or even fail to produce the desired source separation when the assumed statistical model is inaccurate [19]. As an example, FastICA [20], which requires the selection of a contrast function according to the pdfs of the sources, can be given. To tackle this problem, the kernel-based model, in which the pdfs are directly estimated from the data using a kernel density estimation technique [21-23], can be used. These methods are called nonparametric ICA algorithms (NpICA) [24,25]. The NpICA simultaneously estimates the unknown pdfs of the source signals and the linear operator that allows the separation of the mixed signals. The resulting algorithm is nonparametric and data-driven, and does not require the definition of a specific model for the density functions.

In this paper, the separation of ECG signals is conducted using ICA approaches. A review of the ICA algorithms is addressed in Section II. The actual algorithmic implementation of the proposed technique is given in Section III. Simulations were conducted to demonstrate the performance improvement obtained with the NpICA, described in Section IV. Section V offers concluding remarks.

2. ICA algorithm

ICA is a mathematical technique for recovering latent source signals from only observed signal mixtures. Depending on the mixing process, ICA can be modeled as linear, nonlinear, or convolutive. In this work, the mixing process is considered as instantaneous linear mixing:

$$x = As,$$

where the sources \( s = [s_1, ..., s_m]^T \) are mutually independent and \( A_{mxm} \) is an unknown mixing matrix. The aim is to find matrix \( W \) only from observations, \( x \), such that the output

$$y = Wx$$

is optimal.
is an estimate of the possible sources. Due to the fact that source signals are not known, estimating the demixing matrix \( W \) in the closed form is not possible. For this reason, different cost functions have been proposed in the literature [19,26,27]. The solutions to ICA algorithms are found at the minima or maxima of these cost functions. Minimization of these functions, possibly under some constraints on the solutions, is the subject of optimization theory.

### 3. NpICA algorithm

Most ICA algorithms use mutual information (MI) between the reconstructed signals as a cost function [28]:

\[
I (y_1, ..., y_N) = \sum_{i=1}^{N} H(y_i) - H(y),
\]

where \( H(y_i) \) are entropies of the marginal pdfs of the reconstructed signals, and \( H(y) \) is the entropy of the joint pdf of the reconstructed signals. \( H(y_i) \) and \( H(y) \) can also be seen as the lengths of codes for \( y_i \) and \( y \), respectively. MI is always nonnegative and equal to zero if the \( y_i \) values are independent. This makes the MI function the cost function for ICA algorithms.

For the optimization step, Eq. (3) can be written as:

\[
I = \sum_{i=1}^{N} H(y_i) - \log |\det W| - H(x),
\]

where \( \{\log |\det W| + H(x)\} \) is the linear transformation of \( H(y) \). \( H(x) \) is the entropy of the observed signals and it is a constant with respect to \( W \), so the objective function is reduced to:

\[
L(W) = \sum_{i=1}^{N} H(y_i) - \log |\det W|.
\]

This reduction makes the MI calculation very easy, so the estimation of the joint pdf is very difficult for high-dimensional data. Using the entropy definition [29], Eq. (4) can be written as:

\[
L(W) = -\sum_{i=1}^{N} E \left[ \log p_{y_i}(w_i|x) \right] - \log |\det W|,
\]

where \( w_i \) is the \( i \)th row of matrix \( W \). To calculate Eq. (6), the pdfs of the reconstructed signals are needed. Cardoso shows in [30] that incorrect assumptions about pdfs can result in bad estimation or in complete failure for source separation. Donoho and Cardoso further showed that MI is characterized by having minimum asymptotic variance [31], and it is also equivalent to the maximum likelihood principle when the source distributions are known [30,32]. To handle this problem, a nonparametric model was proposed [25], in which the pdfs are directly estimated from the data using a kernel density estimation technique [21,22]. Using this approach, there is no need for separating the optimization step from the reestimation of the cost functions as in [33,34]. Given \( M \) sample data, the pdf of the reconstructed signal is:

\[
P_{y_i}(y_i) = \frac{1}{Mh} \sum_{m=1}^{M} \varphi \left( \frac{y_i - Y_{im}}{h} \right), \quad i = 1, ..., N,
\]
where \( h \) is the kernel bandwidth and \( \varphi \) is the kernel. This kernel function must satisfy the condition \( \int \varphi(t)dt = 1 \). The kernel is usually a symmetric pdf, and generally a standard normal density is used:
\[
\varphi(v) = \frac{1}{\sqrt{2\pi}}e^{-\frac{v^2}{2}}.
\]
(8)

From the definition of kernel density estimation, it can be seen that estimation of pdfs inherits all of the properties of the kernel function, such as continuity and differentiability. These properties are very important for the optimization step.

Using the expectation in Eq. (6) for a batch of data of size \( M \), the cost function approximates its ergodic average:
\[
L(W) \approx \frac{1}{M} \sum_{i=1}^{N} \sum_{k=1}^{M} \log p_{y_i}(w_i x^{(k)}) + \log |\det W|,
\]
(9)

where \( x^{(k)} \) is the \( k \)th column of the data matrix. Evaluating the estimates of the pdf of the source signals at the data points, and replacing marginal pdfs \( p_{y_i} \) with the kernel density, the estimate cost function becomes:
\[
L(W) \approx \frac{1}{M} \sum_{i=1}^{N} \sum_{k=1}^{M} \log \left[ \frac{1}{Mh} \sum_{m=1}^{M} \varphi \left( \frac{w_i (x^{(k)} - x^{(m)})}{h} \right) \right] + \log |\det W|,
\]
(10)

where parameter \( h \) controls the smoothness of the function. A small value of \( h \) yields detailed estimation, while a large value of \( h \) yields less detailed estimation. Its optimal value is a function of the signal length \( h = 1.06M^{-1/5} \) [21,23], and this equation was used in this study for calculating \( h \).

The final step for ICA algorithms is to minimize the cost functions. In this respect, the BFGS [35] algorithm derived from Newton’s method is utilized in optimization. In BFGS, the Hessian matrix of the second derivative of the cost function to be minimized does not need to be computed at any stage. The Hessian matrix is updated by analyzing successive gradient vectors. The BFGS algorithm can be summarized as follows:

**Step 1.** Given \( x_1 \in R^n, B_1 \in R^{n \times n} \) positive definite, \( f(x) \) is a function, compute \( g_1 = \nabla f(x_1) \). If \( g_1 = 0 \), stop; otherwise, set \( k := 1 \).

**Step 2.** Set \( d_k = -B_k^{-1}g_k \).

**Step 3.** Carry out a line search along \( d_k \), getting \( \alpha_k > 0 \), \( x_{k+1} = x_k + \alpha_k d_k \), and \( g_{k+1} = \nabla f(x_{k+1}) \). If \( g_{k+1} = 0 \), stop.

**Step 4.** Set \( B_{k+1} = B_k - \frac{B_k s_k s_k^T B_k}{s_k^T B_k s_k} + \frac{y_k y_k^T}{y_k^T y_k} \), where
\[
\begin{align*}
s_k &= \alpha_k d_k, \\
y_k &= g_{k+1} - g_k.
\end{align*}
\]

**Step 5.** \( k := k + 1; \) go to Step 2.

4. Performance evaluation

To validate the NpICA algorithm using the nonparametric method as a pdf estimation method, synthetic datasets and a real dataset were adopted as input mixtures.
In order to produce the test data, synthetic datasets were linearly mixed by 1000 randomly generated mixing matrices with signal lengths ranging between 512 and 4608. The source signals and one of the synthetic datasets are shown in Figures 1 and 2, respectively. As a noise source, 1000 Gaussian random signals were used in this synthetic mixing process. The NpICA algorithm was compared with classical FastICA [20,27] and JADE [36,37] algorithms on these datasets. The algorithms were quantitatively compared using only one measure, the median signal-to-noise ratio (SNR) of the separated signals. The equation describing the SNR is:

$$\text{SNR} = 10 \log_{10} \left( \frac{E[s(t)^2]}{E[n(t)^2]} \right),$$

where $E(.)$ is the mean of the arguments, $s(t)$ is the desired ECG signal, and $n(t) = s(t) - \hat{s}(t)$ is the noise, indicating an undesired signal. Here $\hat{s}(t)$ is the estimated source signal, and $s(t)$ and $\hat{s}(t)$ are at the same energy.

In Figure 1, the source signals are seen before the mixing process for synthetic datasets. In Figures 1a and 1b, the FECG and the MECG signals are presented with heart beats of 90 and 60, respectively. Figure 1c presents the Gaussian noise source signal; it was changed randomly for every mixing process. In Figure 2, one mixing process is seen, and these signals represent the synthetic ECG recordings.

**Figure 1.** Source signals.

Figures 3 and 4 show that increasing the signal length affects the separation quality of algorithms. When the signal length is altered, the non-Gaussianity of the signal is affected by the alteration. Depending on the increasing of the signal length, kurtosis of the MECG signals ranges between 6.46 and 6.84, and kurtosis of the FECG signals ranges between 13.25 and 14.26. For some signal lengths (e.g. 1536 and 2048 samples for mother, and 3072 sample for fetus) the non-Gaussianity of the signals are larger than the other signal lengths. As a result, the NpICA algorithm is able to separate signals accurately [25]. Another advantage of increasing signal length is the possibility of comparing all overlap conditions between the fetal QRS and maternal QRS.
The results of this experiment are presented in Figures 3 and 4. These results clearly show the performance gain obtained with the NpICA algorithm for different signal lengths.

As a second experiment, only the NpICA algorithm was applied on the real cutaneous ECG recordings [7]. These signals were selected among 9 different skin electrodes located on different points of a pregnant woman’s skin. In Figure 5, 4 real ECG recordings are seen.
Figure 4. The results of attempting the separation of the FECG signal for various ICA algorithms (averaged over 1000 simulations).

Figure 5. Real cutaneous recordings from a pregnant woman.

Figure 6 illustrates 4 signals obtained after applying the NpICA algorithm. Figure 6a includes signals coming from both the FECG and MECG signals. In Figure 6b, baseline wandering and residual noise can be seen clearly, and the FECG the MECG signals can be noticed in Figures 6c and 6d, respectively.

It is a well known fact that, before the mixing process, the real MECG and FECG are not known. Performance comparison is not possible with the other algorithms by using Eq. (11). It is only possible observing the algorithm results by eye [38,39].
5. Conclusions

In this paper, a NpICA algorithm was proposed for FECG separation. Within this study, the results of 2 classical ICA algorithms were compared with the NpICA algorithm results on synthetic datasets, and only the nonparametric method was applied on the real ECG recordings to see the extraction ability of the NpICA algorithm. The comparison of algorithm results is not possible for the real ECG signals. The results of the synthetic datasets demonstrate that the proposed approach is capable of separating the ECG signals, with a noticeable performance improvement when compared to the classical ICA algorithms. The NpICA method has a reliable performance while the classical ICA methods may perform poorly at relatively small signal lengths. Nevertheless, the superior performance is attained at the expense of increased computational complexity and makes it possible to compare all overlap conditions between the fetal QRS and maternal QRS. The achieved FECG separation quality offers promising prospects for the use of the NpICA technique in prenatal medical diagnosis.
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