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1. Introduction
Chestnut (Castanea sativa Mill.) production has increased 
dramatically in Türkiye (i.e., the Aegean, Marmara, and 
Black Sea regions), as in many countries around the 
world (Serdar et al., 2018; Yıldız and Cevher, 2022). The 
features such as kernel size, taste, texture, and starch 
and sugar contents, which vary according to chestnut 
genotypes, affect the technological quality of chestnut 
fruits consumed in fresh or dried form (Serdar et al., 2018; 
Massantini et al., 2021). Thus, it is essential to reliably 
and accurately determine and classify wild, hybrid, and 
cultivated chestnut varieties or genotypes. 

The artificial neural network (ANN) approach, inspired 
by the biological nervous systems of humans (Keskenler 
and Keskenler, 2017), is used as a reliable tool to classify 
chestnut varieties based on the physical and mechanical 
properties of fruits (or nuts) or leaves (Mancuso et al., 
1999; Öztekin et al., 2020). Moreover, this approach helps 
construct a mathematical function from the relationship 
between inputs and output for classifying and describing 
crops or biological species (Visen et al., 2002; Pandolfi et 
al., 2009; Keskenler and Keskenler, 2017). 

In Türkiye, the many hybrid chestnut cultivars 
developed, mostly heterogeneous and of complex 

characterization (Mancuso et al., 1999), have been selected 
for further studies and breeding (Serdar et al., 2018). There 
are 17 varieties in Türkiye (Serdar et al., 2018; Öztekin et 
al., 2020), all of which are registered by the Ministry of 
Agriculture and Forestry, Variety Registration and Seed 
Certification Center. In this selection, while sometimes 
cultivars for roasting and producing chestnut candy are 
preferred, other times seedlings and clonal trees have 
been used for chestnut production or tolerating chestnut 
diseases (Serdar et al., 2018). Understanding how the 
classification and identification of biological species can 
evaluate improvements in newly developed cultivars, 
including chestnuts, is crucial for product processing and 
equipment design. However, there is little information on 
the classification of nuts from hybrid chestnut cultivars 
registered in Türkiye regarding product processing and 
equipment design. Therefore, the present study aimed to 
evaluate the classification regarding product processing 
and equipment design of three hybrid cultivars (Macit 
55, Akyüz, and Ali Nihat) registered in Türkiye and one 
standard cultivar (Bouche de Betizac registered in France) 
using the ANN approach.
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2. Materials and methods
2.1. Materials
Nuts from four hybrid chestnut cultivars were used: 
(1) Macit 55, owned by Limited Company of Academic 
Agriculture registered by Samsun Black Sea Agricultural 
Research Institute, (2) Akyüz, registered by Ondokuz 
Mayıs University, (3) Ali Nihat, registered by Technology 
Transfer Office of Ondokuz Mayıs University, and (4) 
Bouche de Betizac, a French chestnut cultivar developed 
by the Institut National de la Recherche Agronomique 
(INRA) at the station of Malemort-sur-Corrèze (Figure 1).
2.2. Methods
2.2.1. Collection of samples and measurements
The chestnut nut samples were collected from five trees 
belonging to each cultivar during the harvest season 
(October to November) at a research station located in 
the Black Sea Region (41°21´55˝N, 36°11´14˝E; 190 m 
above sea level) in Türkiye. All nut samples that were 
free from broken, damaged, and immature nuts as well 

as foreign matter (Öztekin et al., 2020) were stored (at 
0 °C and 75%–85% humidity) in perforated nylon bags 
until measurements. The physical properties of the 
samples were measured in the Biological Materials Testing 
Laboratory (Department of Agricultural Machinery and 
Technologies Engineering, Ondokuz Mayıs University, 
Faculty of Agriculture). The physical properties regarding 
product processing and equipment design belonged to 
four cultivars that exhibited differences in shelled nut 
weight (SNW) and volume (SNV), sphericity, geometric 
mean diameter (GMD), bulk density (BD), true density 
(TD), surface area (SA), true density (TD), porosity, and 
length. 

To determine SNW, each nut was weighed using 
an electronic weighing scale with a precision of 0.01 g 
(Mettler Toledo). The nut’s length, width, and thickness 
were measured with a digital caliper (150 mm range, 
linear tools) with a precision of 0.01 mm. The GMD (1), 
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Figure 1. (A) The nuts from hybrid Macit 55, (B) Akyüz, (C) Ali Nihat, and (D) 

Bouche de Betizac cultivars.  

 

Figure 1. (A) The nuts from hybrid Macit 55, (B) Akyüz, (C) Ali Nihat, 
and (D) Bouche de Betizac cultivars. 
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sphericity (2), V (3), SNV (4), and BD (5) of the nuts were 
calculated using the following equations (Öztekin et al., 2020):
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ANN approach, trained with specific examples, produces 
an output (the level where it can generalize and make 
decisions) in response to the information given to the 
program as an input set (Figure 2).

MATLAB NN Toolbox software was used for 
developing the ANN approach using 400 item of data 
that were normalized (Equation 6) between 0 and 1 
(Purushothaman and Srinivasa, 1994). 
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To obtain the actual values from the normalized values, 
the ‘ynor’ value calculated was used. The data used in the 
study were divided into two sets: training (n = 32) and test 
(n = 8) datasets. 

In the developed ANN approach with feed-forward 
backpropagation, a multilayer perceptron network 
structure (Jacobs, 1988; Bekesiene et al., 2021), while the 
physical properties were used as the input parameters, the 
cultivar was used as the output parameter. In the approach, 
the Levenberg–Marquardt algorithm was used as the 
training algorithm, as explained previously (Kalogirou, 
2001; Öztekin et al., 2020). The performance of the approach 
in terms of training was determined by root squared mean 
squared error (RMSE) and determination coefficient (R2), 
calculated with Equations 7 and 8, respectively (Bechtler 
et al., 2001). Moreover, the relative error (ε) between the 
real and estimated values was determined by Equation 9.
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Here n is the number of data items, zi is the real value, 
and z1i is the estimated value.

The construction, training, and testing stages of the 
ANN approach were performed as explained by Öztekin 
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Figure 2. An exemplary artificial neural networks approach structure adapted from 
Bekesiene et al. (2021).
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et al. (2020) and Bekesiene et al. (2021). To construct the 
ANN approach and examine their precision, IBM SPSS 
Statistics v21 was used. 

3. Results and discussion
There were differences among the GMD (between 25.29 
and 32.58 mm), length (between 32.41 and 38.27 mm), nut 
weight (between 7.27 and 17.57 g), sphericity (between 
0.78 and 0.86%), SA (between 2010 and 3336 mm2), BD 
(between 552.8 and 620.7 g cm–3), and TD (between 1380 
and 1808 g cm–3) of the studied chestnut cultivars (p < 
0.05). Macit 55 had the lowest length value, followed by 
Ali Nihat, Bouche de Betizac, and Akyüz. The lowest SNW, 
GMD, sphericity, and SA values were detected in Macit 
55 and Bouche de Betizac, while the highest BD and TD 
values were in Ali Nihat-Akyüz and Macit 55-Akyüz. 

The structure of the ANN approach was designed as 
[9-(6-5)-1], that is, 9 input layers, 2 hidden layers (6-5), 
and 1 output layer (Figure 3). 

The purlin transfer and logsig transfer functions 
were used in the hidden layers, while the purlin transfer 
function was in the output layer. The training error of the 
approach, obtained at 100 epoch numbers, was the lowest 
level. 

To calculate SNW, SNV, GMD, sphericity, SA, BD, 
TD, porosity, and length, the mathematical equations of 
the ANN approach were developed and are given below. 
The linear transfer function (Equation 10) for the second 
hidden layer (Fk) and the tansig transfer function (Equation 
11) for the first hidden layer (Fj) were used.
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Here i is the number of inputs; j is the number of neurons 
in the first hidden layer; k is the number of neurons in 
the second hidden layer; m is the number of outputs; W1, 
W2, and W3 are the connection weights; χ is the input 
parameter; ym is the output parameter; and b is bias. 

The weights (W) are presented in Tables 1–3. The bias 
values are given in Table 4. In the ANN approach, the 
R2 for training and testing values was 0.9999 (RMSE = 
0.00083 and 0.0023, respectively). 

The R2 of the association between the actual data and 
the test data calculated by ANN was 99.99% (Figure 4). 

Although the mechanical and physical traits of the 
chestnuts have been widely explored in the literature 
(Mancuso et al., 1999; Feng et al., 2018; Öztekin et al., 
2020), in the present study the aim was to predict which 
the studied physical traits were the most important in 
parameters of fundamentally changing complex hybrid 

(11)

(12)

(13)

(14)

 

Figure 3. Scheme for the structure description of the artificial neural networks. 
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chestnuts. For this purpose, a multilayer perceptron neural 
network was trained by the backpropagation algorithm to 
yield the main parameters (Bekesiene et al., 2021). Based 
on the ANN approach construction, training, and testing 
stages, the examinations are presented below. These 
assessments support the suggestion that using an ANN 
approach in biological research helps select the cultivars 
that are optimal in situations when numerous and diverse 
physical traits have occurred (Mancuso et al., 1999; Feng 
et al., 2018; Farhadi et al., 2020; Öztekin et al., 2020; Singh 
et al., 2022). Accordingly, the use of ANNs for biological 
species identification has been found more appropriate 
(Dubey et al., 2006; Pandolfi et al., 2009). These results 
indicate that the selected physical properties to process 

and design equipment are critical traits that significantly 
impact the hybrid cultivars. This is in line with the research 
results on biological species. Indeed, previous studies 
(Taner et al., 2018; Öztekin et al., 2020) have suggested that 
the parameters, such as the length, width, thickness, GMD, 
sphericity, SNV, BD, TD, porosity, and SA, can be used for 
agricultural crop processing and equipment design.

The acquired R2 and the RMSE values for both the test 
and training in the present study indicate that the ANN 
approach was a success. Based on the measured values 
and the calculated values by the ANN approach for each 
physical trait, and the error values (Table 5), the ε value 
of 0.079% obtained by the approach was lower than the 

m k1 k2 k3 k4 k5

1 –0.04 0.2807 –0.0902 0.0818 –1.9312

Table 2. Connection weight (W2) values for Equation (12).

k j1 j2 j3 j4 j5 j6

1 –0.0633  0.4515  0.4806 0.6755 0.9323 1.2698

2 0.5551 –0.9632 –0.3051 0.2303 1.1396 –0.5596

3 1.2638 –0.1868 1.3037 –0.432 –0.1408 –0.3283

4 0.5108 –0.4077  0.2061 0.5882 1.1744 1.0564

5 0.8215  0.1295 –0.4486 0.4271 –1.0577 0.2797

Table 1. Connection weight (W3) values for Equation (10).

Table 3. Connection weight (W1) values for Equation (14).

j i1 i2 i3 i4 i5 i6 i7 i8 i9

1 0.9911 0.0363 0.9598 0.2271 –0.6162 –0.5813 –0.0343 0.5028 –0.2513

2 –0.643 –0.7593 0.5336 1.0751 –0.3129 0.3739 0.5341 –0.1131 –0.7222

3 –0.4358 0.8984 0.6269 –0.5077 –0.4248 0.1912 –0.5641 1.0872 –0.1822

4 0.0239 –0.1105 –0.4378 –0.2211 0.2497 0.9143 0.4357 0.0384 0.2166

5 1.0946 0.1881 0.6222 0.3124 –0.6952 –0.0866 0.3773 0.0585 –0.1743

6 0.139 0.6963 0.8287 –0.8086 –0.3934 –0.2182 –0.2937 0.1587 –0.2009

Table 4. Bias values.

The number of neurons bi bj bk

1 –0.8567 1.8814 0.9318
2 0.157 –0.6724
3 –0.6825 –0.3435
4 0.8101 0.8886
5 1.0588 1.8144
6 0.2539
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acceptable limit of 10%. Therefore, these results indicate 
that the test data obtained by the ANN approach were 
compatible with the measured data. Further, these results 
supported the ideas that suggested the chestnut genotypes 
(Mancuso et al., 1999) and commercially important hybrid 
chestnut cultivars (Öztekin et al., 2020) could be classified 
with high accuracy by the ANN approach. 

Bekesiene et al. (2021) emphasized that the number 
of hidden layers in an ANN approach is crucial to 
achieving a specified approximation order. In the present 
study, the structure of the ANN approach shows that the 
hidden layers influence approximation instruction for 
the randomly sufficient smooth function and the varying 
network parameters, as reported previously (Taner et al., 
2018; Öztekin et al., 2020; Bekesiene et al., 2021). 

4. Conclusion 
In this study, an ANN-based classification method 
was proposed for chestnut varieties. The model can 
be used successfully to classify chestnut cultivars. In 
this way, innovative applications will be evaluated and 

the identification of chestnut varieties will be possible 
without the need for experts and expensive methods. 
Easily practicable identification and classification 
methods were chosen for classifying chestnut varieties 
in the present study. The determined identification and 
classification traits ranging from a simple device to a 
complex classification system can be used for designing 
many systems. Increasing the amount of data and varieties 
will further increase the reliability of this model made 
according to physical characteristics. Thus, it will be able 
to find a place in the application. It is predicted that the 
proposed model can be widely used in the identification 
of chestnut varieties due to its high speed, reliability, and 
accuracy. This method is thought to solve the problem of 
chestnut classification. In future studies, more chestnut 
varieties and data should be used and the classification 
ability of ANN and discriminant analysis models for 
chestnut varieties grown in different regions and climatic 
conditions in Türkiye can be developed. Furthermore, 
smartphone applications using the models proposed in 
this study can be developed. Moreover, it will be of interest 

 

Figure 4. The relationship between the artificial neural network data and the measured data. 
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Figure 4. The relationship between the artificial neural network data and the 
measured data.

Table 5. The test and the relative error (ε) values for the artificial neural networks approach.

Cultivar Measured data Test data ε (%)

Macit 55 31.75 31.80 0.160

Macit 55 33.38 33.36 0.060

Akyüz 43.88 43.85 0.051

Akyüz 41.46 41.48 0.044

Ali Nihat 36.82 36.81 0.042

Ali Nihat 35.80 35.76 0.120

Bouche de Betizac 44.02 44.04 0.039

Bouche de Betizac 41.77 41.82 0.117
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to a wide audience, from meeting consumer needs to both 
producers and breeders.
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