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1. Introduction
Antarctica stands as one of the most challenging areas for 
earth scientists to gather data. Due to its harsh climate, 
limited transportation, and uninhabited geography, cur-
rent mapping technologies are restricted to remote sensing 
(Baumhoer et al., 2018; Yirmibesoglu et al., 2022; Gulher 
and Alganci, 2023). Additionally, during the Antarctic sum-
mer season, measurements can be taken in limited areas us-
ing methods like aerial photogrammetry and field survey 
techniques (Isler et al., 2021; Pina and Vieira, 2022; Selbe-
soglu et al., 2023). However, these methods, which require 
ground truth validation and/or enable mapping in con-
strained areas, are deficient in terms of data integrity, spatial 
accuracy, and semantic information. Hence, there is a need 
for alternative mapping methods that can contribute to Ant-
arctic geographic information (Dong et al., 2022).

This study addresses crowdsourcing as an alternative 
data source that could contribute to Antarctic geographic 
information. Crowdsourced data platforms offer signifi-
cant contributions in situations of data scarcity for map-
ping activities, whether in updating existing data or gener-

ating new data (Ghermandi and Sinclair, 2019; Brovelli et 
al., 2020). As a relatively new mapping technique, crowd-
sourcing primarily relies on various digital platforms in-
tegrated with global navigation satellite systems (GNSS), 
enabling nonexperts in mapping to provide data as volun-
teers (Goodchild, 2007; Singleton et al., 2017).

Geo-crowdsourcing is commonly categorized into 
three classes: social media, citizen science, and peer-pro-
duction (See et al., 2016; Ballatore and De Sabbata, 2018; 
Gulnerman et al., 2021). These classes are based on the dis-
tinctions among volunteers (conscious, unconscious) and 
platform designs (social network-based, blog-based, map-
based). In this study, we focus on social media crowd-
sourcing. Similar to all crowdsourced data, social media 
data (SMD) are primarily used to extract purposeful and 
meaningful information. However, social media data nat-
urally tends to possess characteristics of being mostly un-
structured, unreliable, and uncertain (Ballatore and Zipf, 
2015; Basiri et al., 2019; Gulnerman et al., 2020). 

In regions abundant with data through social media, 
density-based spatial information inferences can be con-
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ducted with high accuracy. However, these methods face 
a challenge in areas where data scarcity restricts contribu-
tions to a limited number of users (volunteers), such as 
Antarctica, where data-dominant users can pose a prob-
lem. Removing the data from dominant users is employed 
as a solution in social media research. In such cases, a por-
tion of valuable data from regions with limited data could 
potentially be lost through this approach. Therefore, this 
study uniquely focuses on examining the spatial reliabil-
ity of social media data related to the Antarctica region by 
considering user activity and spatial footprints. The ob-
jective is to assess spatial data consistency, contribute to 
user-based reliability calculations, and enhance the data 
extraction technique within preprocessing to maximize 
the evaluation of social media data.

Monitoring a region using social media data is more 
commonly encountered in urban areas, where it is largely 
based on semantic information. In urban settings, applica-
tions for inferring information about mobility, land use, 
and public health are prevalent (Jurdak et al., 2015; Gao et 
al., 2017; Gulnerman, 2021). In contrast, the focus shifts 
in regions like Antarctica. This article represents the ini-
tial work of our project focused on geo-monitoring the 
Antarctica region using social media data. The project 
overarchingly aims to generate, verify, and update topo-
graphic data in the Antarctica region, as well as track gla-
cier changes and monitor the movements of animals. To 
our knowledge, the idea of geo-monitoring polar regions 
with social media platforms has not yet been researched. 
There are only four studies related to social media data for 
the Antarctic region. The one recommending social me-
dia platforms to promote their projects in polar regions 
(LaRue et al., 2020). Another one focuses on the tourists’ 
perception retrieval from a social media platform (TripAd-
visor) for “Antarctic Peninsula” (Frame et al., 2022). Simi-
larly, the last one utilizes Chinese social media platforms 
(“Zhihu” and “Mafengwo”) to indicate the environmental 
impacts of tourists over Antarctica (He and Liu, 2023). 

Antarctica, the southernmost region of the world, lacks 
permanent human habitation. Nonetheless, each year, 
thousands of individuals, including tourists, researchers, 
and workers, venture to the polar regions (IAATO, 2022) 
and utilize crowdsourcing platforms to share their experi-
ences and observations. The social media data examined 
in this study consist of posts from tourists, researchers, 
workers, and seasonal inhabitants who visit the Antarctica 
continent each year. Alternatively, these social media data 
can also comprise posts from bots or individuals manipu-
lating content. This experimental study investigates this 
manipulation through various techniques using a 5-year 
Twitter dataset to filter unreliable datasets to contribute to 

overarching goals in future studies. 
The contents of the subsequent sections are as follows: 

The second section discusses the dataset used, how it was 
acquired, filtered, and the methodology for measuring data 
consistency. The third section presents details of the data 
and analysis results. In the fourth section, the obtained re-
sults are discussed further. The fifth section presents the 
study’s contributions to future research, and its limitations.

2. Materials and methods
The methodology employed in this study encompasses 
four main steps. Firstly, data is acquired from a social me-
dia platform, serving as the initial data collection process. 
Subsequently, the acquired data is filtered based on pre-
defined spatial boundaries, narrowing down the dataset 
to the desired geographic area. Thirdly, the activity level 
of users is determined by considering tweet counts within 
the Antarctic region and the global area, and the spatial 
distribution of data based on data generators’ (users’) ac-
tivity levels are visualized. Finally, the spatial consistency 
of inbound and outbound tweets is assessed to determine 
the coherence of the data, to identify any potential pres-
ence of manipulated content in terms of activity levels.
2.1. Acquiring data from an SMD
Various methods exist for retrieving SMD, including 
stream harvesting via an application programming in-
terface (API), web scraping, and downloading from data 
pools. The Social Media Lab at Ryerson University has 
compiled a curated list of tools designed for retrieving 
and manipulating SMD1. These tools typically come in the 
form of web-based or desktop programs, and some may 
offer limited access to the data for free. 

For the purpose of this study, we utilized the Geo 
Tweets Downloader program2, which employs stream 
harvesting to retrieve Twitter data. It is important to note 
that using this program requires Twitter API credentials, 
which were previously available for academic use at no 
cost until February 2023. However, as of that date, the use 
of all API types has become subject to a fee.
2.2. Filtering data by spatial boundaries
The data collection process involved using the Geo Tweets 
Downloader tool, which allows for the retrieval of all 
geotagged data obtained from the Twitter API. To nar-
row down the dataset, a bounding box (bbox) filter was 
applied. Specifically, the data retrieval bbox was defined 
as –180.00, –90.00 for the bottom left coordinates and 
180.00, 90.00 for the top right coordinates (Figure 1a). 
As a result, tweets spanning the entire global region be-

  1Toronto Metropolitan University. Social Media Research Toolkit [online]. Website https://socialmedialab.ca/apps/social-media-
research-toolkit-2/5 [accessed 01 May 2023].

  2Geo-tweet-downloader [online]. Website https://github.com/nagellette/geo-tweet-downloader [accessed 01 May 2023]. 
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tween 2016 and 2021 were obtained. To focus specifically 
on content related to Antarctica, spatial data filtering was 
applied. For this purpose, the bbox for Antarctica (Figure 
1 (b)) was defined as –180.00, –90.00 for the bottom left 
coordinates and 180.00, –63.27 for the top right coordi-
nates3. 
2.3. User activity level assignment and spatial data 
distribution
In the exploratory analysis of the filtered data based on 
the Antarctica bbox, the contribution rates of users (data 
producers) are determined, and their spatial footprints 
are visualized accordingly. In the first step, the number of 
tweets within the filtered data is calculated for each user. 

The tweet counts data are highly skewed, therefore af-
ter conducting several empirical tests and relying on intu-
ition, we defined the activity level intervals within Antarc-
tica bbox (inbound) manually. The spatial distributions of 

data produced by users, based on their inbound activity 
levels, have been visualized for the Antarctic continent. 
For visualization, the coordinate reference system (CRS) 
was defined as WGS 84/Antarctic Polar Stereographic 
(EPSG:3031). This CRS was chosen because it provides a 
complete representation of the spatial relationships within 
the Antarctic continent. Displaying the spatial distribution 
of data in terms of inbound activity levels provides a visual 
opportunity to interpret the spatial data generation ten-
dencies of the activity levels.

In the second step, a second dataset is prepared for re-
viewing the global activity of the users who tweeted at least 
once within the Antarctic bbox. This dataset is retrieved 
from the harvested dataset mentioned in section 2.1. 
which is significant for understanding whether the vary-
ing inbound activity levels of users hold true on the global 
scale (outbound). 

(a) World (EPSG:4326)

(b) Antarctica (EPSG:3031)
Figure 1. Study area.

   3Country-bounding-boxes [online]. Website https://gist.github.com/graydon/11198540 [accessed 01 May 2023].
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Thus, it allows the investigation of activities’ susceptibil-
ity to regional, global, or different semantic characteristics. 
It examines global activity levels under each of the inbound 
activity levels. For each inbound activity level group, out-
bound activity levels were determined using the Jenks Natu-
ral Breaks Classification algorithm (Jenks, 1967). 

This method employs the following two iterative steps 
for class determination:

1. Calculation of class variances: The mean of values 
within each class is computed, and the squared 
deviations of each value from this mean are cal-
culated. These calculated values are summed for 
each class. The average of the summed values for 
each class is utilized as an indicator of the relation-
ship between classes. The variance of each class 
inversely provides information about the proxim-
ity of values within the class. The magnitude of 
the average of these values indicates the extent of 
inconsistency among general class intervals.

2. Determination of new class intervals: Using a 
shifting technique, the new class interval is de-
termined based on the previous class interval. All 
possible combinations of class intervals are es-
tablished in the first step of the calculation. This 
two-step process continues until the minimum 
average variance value is found. In this study, we 
employ the R language and utilize the developed 
function for Jenks Natural Break Classification4.

The data produced by users classified in terms of out-
bound activity levels was visualized to interpret spatial ac-
tivity. WGS84 - World Geodetic System 1984 (EPSG:4326) 
was used as the CRS for this visualization. This CRS pres-
ents the world as a whole in the most widely used manner 
as in The Global Positioning System (GPS). Thus, the CRS 
enables the easy visual interpretation of user groups’ spa-
tial footprints.
2.4. Spatial consistency of inbound and outbound tweets
Each inbound and outbound activity level group is further 
analyzed by studying their footprints through distribution 
maps and the pace of tweeting activity between successive 
tweets. Furthermore, users’ inbound and outbound tweet-
ing activity is examined to assess spatial consistency. The 
data reliability of users can be investigated by considering 
the spatiotemporal pairs between consecutively generated 
data points. Accordingly, a consistency level is calculated 
for each user in three steps. 

1. Tweets belonging to each user are ordered by 
timestamp. 

2. The time and location differences between con-
secutive tweets are calculated, and the speed is 
determined (kilometer/hour). 

3. If the speed level in each leg is greater than 1000 
km/hour, it is considered inconsistent; if it is 
smaller, the spatial movement is considered con-
sistent.

A user cannot travel at a speed of 1000 km/hour; this 
value is roughly determined with consideration to the 
speed of the fastest mode of transportation, which is an 
airplane. Additionally, within the seemingly consistent 
movement of legs, a spatial distance of 300 m is consid-
ered stationary. This takes into account the potential de-
viation in location accuracy of systems like GPS up to this 
level. This approach allows for a detailed investigation of 
users’ spatial movements, calculating spatial movement 
consistency rates based on activity levels.

3. Results
The dataset retrieved for this study within the Antarctica 
bbox comprises 150,829 tweets contributed by 3873 us-
ers. During the data inspection, three primary criteria, 
namely the tweet count per user, spatial footprints, and the 
tweeting velocity, were considered to gain insights into the 
tweeting activity surrounding Antarctica. Analysis reveals 
that the account with the highest number of tweets has 
contributed 91,750 tweets, accounting for approximately 
60% of the entire collected dataset. Conversely, 2970 users 
have only posted a single tweet each. Due to the highly 
right-skewed nature of the grouped data based on user 
tweet count, conventional classification algorithms like 
k-means, x-means, and kernel density estimation did not 
yield satisfactory results when applied to this one-dimen-
sional data. Consequently, after conducting several empir-
ical tests and relying on intuition, we defined the intervals 
for inbound activity levels manually.

The first activity level dominates both the quantity and 
spatial distribution of the data, as depicted in Figure 2a. In 
contrast, the second level consists of 13 users, representing 
approximately 30% of the entire dataset, but does not ex-
hibit any discernible spatial pattern (Figure 2b). The third 
level, assigned to 18 users, accounts for around 5% of the 
total data and displays some patterns, although a more de-
tailed examination is required to ascertain its characteris-
tics with certainty (Figure 2c). The remaining three levels 
encompass the majority of users but contribute less than 
5% of the overall data. Interestingly, the spatial plots of 
these levels (Figures 2d, 2e, 2f) reveal similarities in cer-
tain areas, indicating that most of the content from these 
levels is likely generated by nonbot users.

To gain further insights into users’ activity, their spa-
tial activity beyond Antarctica is examined, and the total 
number of tweets outside Antarctica for each user is listed 
in Table 1. Analysis of Table 1 reveals that the number of 
tweets outside Antarctica gradually increases for activity 

4‘PlotJenks’: R function for plotting univariate classification using Jenks’ natural break method [online]. Website http://cainar-
chaeology.weebly.com/uploads/1/4/4/7/14477112/plotjenks.r [accessed 01 May 2023].



GÜLNERMAN / Turkish J Earth Sci

1045

level 5. However, when considering the average number 
of tweets per user, the activity level classification remains 
consistent with the previously determined positions. 
Nonetheless, not all users adhere strictly to their respec-
tive activity level ranges. Therefore, a detailed examination 
of users’ inbound activity within Antarctica and outbound 
is warranted to understand the spatial patterns better.

Based on empirical tests and intuitive analysis, we 
retrieved overall tweets from our database for each level 
determined earlier. This dataset includes all tweets from 

our dataset that cover the global area and belong to users 
who have tweeted at least once from within the Antarctica 
bbox. Figure 3 illustrates the global distribution of tweets 
in terms of inbound and outbound activity levels. In addi-
tion to the predefined classes for Antarctic region tweets, 
we found it necessary to introduce a second classification 
for the 4th, 5th, and 6th activity levels. For the first three 
activity classes, where the user count allows for plotting, 
we directly present the digital footprints of these users in 
Figure 3 (a), (b), and (c). However, for the higher activity 

(d) inbound activity level-4 (e) inbound activity level-5 (f) inbound activity level-6

(a) inbound activity level-1 (b) inbound activity level-2 (c) inbound activity level-3

Figure 2. Distribution of tweets in Antarctica bbox in terms of inbound activity level.
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Table 1. Social media users’ data contribution in terms of inbound activity level.

Inbound 
activity level Ranges  (# of Tweets) # of users # of inbound tweets % of total user 

count 
% of total tweet 
count  

# of outbound 
Tweets

1 = 91,750 1 91,750 0.02 60.83 1,618,214
2 > 1033 and < 10,304 13 44,048 0.33 29.20 663,638
3 > 101 and < 968 18 7437 0.47 4.93 77,202
4 > 9 and < 102 94 2315 2.43 1.54 293,970
5 > 1 and < 10 777 2309 20.06 1.53 1,389,336
6 = 1 2970 2970 76.69 1.97 736,142

(a) inbound activity level-1

(b) inbound activity level-2

Figure 3. Distribution of tweets in terms of users’ inbound and outbound activity levels.
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(c) inbound activity level-3

(d) inbound activity level-4

Figure 3. (Continued)
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levels (4th, 5th, and 6th), we employ a second classification 
approach using the Jenks Natural Breaks Classification al-
gorithm. This data-driven algorithm minimizes variance 
within each class and maximizes variance between class-
es. After conducting several tests, we determined that six 
groupings for the subactivity levels adequately represent 
the general spatial distribution. The resulting levels are 
displayed in Figures 3d, 3e, and 3f, arranged from the most 
active to the least active.

The spatial distribution depicted in Figure 3 offers 
valuable insights into data accountability and provides a 
deeper understanding of the data. In the first level, the be-
havior of the most active user remains consistent across 
the global boundary, reinforcing the initial inference of 
their activity within the Antarctica bbox. In this case, it 
is evident that the most active user is a bot disseminat-
ing tweets that hold no relevance to Antarctic studies. The 
second level consists of 13 users with their spatial activity 
plots, with most of them densely covering various regions 
worldwide. However, a few users exhibit footprints in spe-
cific regions (Figure 3 (b) - users 4, 5, 11, 13). 

The analysis reveals interesting findings in the second 
level, where users with global footprints are likely to be 
bots providing meaningless spatial information. On the 

contrary, users with recurring footprints from specific lo-
cations (such as user 5 and user 13) could be stationary 
bots, sensors, or researchers operating within a specific 
research base area. It is important to consider that users 
may manually manipulate their location within the Twitter 
app, potentially adding a location in Antarctica while be-
ing situated far away. Similarly, the third level exhibits digi-
tal footprints resembling those in the second level. Some 
users have footprints covering both land and sea across the 
entire world, while others are concentrated in specific land 
areas (Figure 3c).

The fourth, fifth, and sixth levels are categorized by the 
Jenks Natural Breaks Classification algorithm. Although 
the algorithm was applied to predefined groups of users, 
the resulting spatial plots within each group exhibit di-
verse patterns that are challenging to interpret. Therefore, 
there is a need for further investigation into the spatial 
footprints of users. To address this requirement, we con-
ducted a series of spatial queries explained accordingly in 
the 2.4 subsection to examine users’ spatial activities. The 
results of this investigation into the spatial consistency of 
inbound and outbound tweets are summarized in Table 2.

Users’ spatial behavior is evaluated based on their ac-
tivity level, considering the origin of their tweets (inbound 

(e) inbound activity level-5

(f) inbound activity level-6

Figure 3. (Continued)
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or outbound), overall movement (stationary or moving), 
and partitioned behavioral tendencies within trajectory 
legs (stationary or moving). Moreover, each identified 
moving leg is classified as either consistent or inconsistent 
based on the velocity (measured in km/h) and the spatial 
distance/time difference between consecutive tweets from 
the same user. Stationary action is defined by a thresh-
old of 300 m, while inconsistent velocity is determined as 
1000 km/h. Consequently, the most dedicated users in the 
Antarctic domain are found within the third activity level, 
with 22% of these users exclusively tweeting within the 
boundaries of Antarctica. However, it is likely that these 
users belong to a group of stationary bots, as the stationary 
users are consistently the same individuals. The behavior 
of other users, both inbound and outbound, shows simi-
lar activity level patterns. Additionally, the proportion of 
stationary users aligns with the group of users who do 
not tweet outside of Antarctica. To examine moving be-
havior in more detail, consecutive tweets from each user 
are evaluated by considering the time and spatial distance 
between them. These evaluations result in three categories: 
stationary leg, inconsistently moving leg, and consistently 
moving leg. Notably, the user with the least proportion 
of stationary legs also exhibits the highest proportion of 
inconsistent movement (as shown in Table 2). Similarly, 
the user with the least proportion of inconsistently mov-
ing legs and the highest proportion of consistently moving 
legs belongs to activity level class 6. Upon further exami-
nation of Table 2, it becomes evident that the percentage 
of moving legs classified as consistent increases inversely 
with the activity level. The least active group (class 6) dem-
onstrates the highest proportion of consistently moving 
legs, whereas the most active group (class 1) exhibits an 
almost negligible ratio of consistently moving legs.

4. Discussion
This study delves into the findings and implications of the 
examination of a five-year dataset retrieved from Twitter, 
with a primary focus on exploring the potential of SMD in 
mapping Antarctica. The dataset comprises over 150,000 

tweets originating from approximately 4000 users and 
serves as the foundation of this exploration. This study 
(especially aiming to enhance both geographical and se-
mantic information) investigates a new approach to data 
reliability in an area with data scarcity. The study disre-
gards the common practice of omitting data from the most 
active users, which is frequently employed in social media 
analysis to improve data accuracy. Alternatively, the study 
explores a new method of data reliability by focusing on 
the spatial details (distribution and consistency) in terms 
of user activity levels. Specifically, the hypothesis that us-
ers who appear active within a certain bounding box may 
not be active in another bbox is examined in the context of 
other subactivity levels (outbound activity level).

This work demonstrates the potential error in prepro-
cessing steps focusing solely on user activity levels, as seen 
in many studies that follow a user-centric approach to 
track specific regions. It suggests that evaluating the spa-
tial consistency, whether it is consistent or inconsistent, 
should be coupled with the user’s activity level, rather than 
relying solely on activity level-based data filtering. In addi-
tion, when determining activity levels, the commonly used 
k-means, x-means, and kernel density estimation algo-
rithms are found to be inappropriate for skewed data. The 
study emphasizes the necessity for experimental research 
to define possible activity levels.

The data analysis reveals two main findings. The first 
finding is that although a positive correlation between 
inbound activity levels and spatial inconsistency rates is 
observed, even users with the lowest activity levels display 
inconsistent movement patterns, with nearly one-third ex-
hibiting such behavior. The second finding is that a signifi-
cant portion, 70% of the entire dataset, shows inconsistent 
spatial movement, primarily among the most active user 
groups. This aligns with the perception that a significant 
portion of social media data lacks reliability. Nonetheless, 
data generated with textual and visual content requires 
further investigation into its individual spatial accuracy.

Table 2. Summary of users’ inbound and outbound spatial consistency in terms of inbound activity levels.

Inbound 
activity 
level

# of inbound 
tweets

# of outbound 
tweets

% of users not 
having outbound 
tweets

% of stationary 
user

% of stationary 
leg

% of inconsistent  
moving leg

% of consistent
moving leg 

1 91,750 1,618,214 0 0 1.2 98.8 0
2 44,048 663,638 8 8 27.6 71.3 1.1
3 7437 77,202 22 22 10.6 80.9 8.5
4 2315 293,970 6 5 43.4 48.3 8.3
5 2309 1,389,336 5 4 10.2 69.8 20.0
6 2970 736,142 5 5 27.7 32.4 39.9



GÜLNERMAN / Turkish J Earth Sci

1050

Due to the malleable nature of location data, the study 
presents a meaningful result in assessing the credibility of 
user-based reliability in data sources. The evaluation of 
the spatial accuracy of individual data points calls for ad-
ditional research, focusing on textual and visual content. 
Particularly in regions facing data scarcity, social media 
can contribute significantly to expanding geographical 
information systems’ datasets. Being a continuous and 
cost-effective data source, it holds immense value, espe-
cially when evaluated for data quality and its distinctive 
contributions.

5. Conclusion
Social media serves as a valuable source of data in various 
fields, offering significant contributions without the need 
for financial investment. Nonetheless, it is essential to ac-
knowledge the costs associated with time and account-
ability. Despite these considerations, the existing content, 
even without additional effort, holds immeasurable value, 
as even minor inferences can be drawn from it. Particu-
larly in the context of gathering information from remote 
regions, social media’s contribution can become pivotal in 
environmental monitoring. 

Future studies could focus on examining intrinsic data 
quality, considering factors such as trends, anomalies, and 
biases within the data. Although the retrieved data does 
not lend itself well to plotting anomalies over time, it can 
be utilized to visualize spatial biases. Additionally, employ-
ing normalization techniques could facilitate data analysis 
on a seasonal basis, despite occasional missing time inter-
vals during data retrieval. Similar steps can be applied to 
investigate seasonal distribution patterns and concentra-
tions in specific geographic areas. 

Our study presents a methodology and a case study to 
assess the accountability and consistency of SMD based on 
user activity levels. However, the outcomes are subject to 

limitations imposed by Twitter API restrictions, system-
related issues (e.g., power outages, internet disruptions, 
software crashes), and reliance on a single social media 
platform as the data source. Another limitation of this 
study is the evaluation methodology’s application to the 
overall data concerning activity levels. Real users possess 
the ability to manipulate their spatial content by manually 
selecting random locations from the platform’s places li-
brary for geotagging.

Future research endeavors aim to evaluate user’s spa-
tial contribution and accountability by combining spatial 
consistency and auxiliary data (text and visual content) se-
mantic consistency. This study contributes to understand-
ing the reliability of SMD for mapping Antarctic regions. 
Although the methodology was applied to a dataset from a 
single platform, the reproducibility of results across other 
platforms and data forms is straightforward.
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