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Abstract: The Nakamura method, known as horizontal to vertical spectral ratio (HVSR), has been used to analyze site effect assessment. Over the past decade, various HVSR curve inversion methods for near-surface geophysical surveys have been developed. Particle swarm optimization (PSO) inversion method has been applied to solve the HVSR inversion curve to estimate the shear wave velocity ($V_s$) value towards the depth. In this study, the HVSR curve inversion experiment has been applied with two synthetic data: noise-free data and the other is contaminated by 10% random noise. This research aims to find out how the PSO algorithm performs to find the best solution. The result indicated that the PSO algorithm is relatively stable fast in converging and producing the solution closely with the actual model. Finally, we obtained a fit model on actual data inversion that shows the $V_s$ value towards depth from PSO inversion and is able to describe the fault model and sediment layer in Way Baka fault.
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1. Introduction
Since the 1990s, the HVSR method has become a popular method for investigating shallow subsurface structures. This method was first introduced by Nogoshi and Igarashi (1970, 1971) and massively developed by Nakamura (1989, 2000), commonly known as the Nakamura method. This method utilizes ambient seismic noise (microtremor) signals recorded in three seismograph components (NS, EW, and V). HVSR or H/V value was obtained by calculating the ratio between horizontal (NS and EW) and vertical components (frequency domain). The dominant frequency ($f_0$) and peak amplitude (amplification) values can be obtained from those ratio values, and those values will be used to analyze the subsurface geological condition.

Guéguen et al. (2007) state that the HVSR method is commonly used for three scientific purposes an $f_0$, various resonance, and sediment layer evaluation. The HVSR method applications cover the various scientific field, including geology (Mantovani et al., 2017), seismology, micro zonation study (Scherbaum et al., 2003; Gallipoli et al., 2004; D’Amico et al., 2008; Paolucci et al., 2015), engineering (Mucciarelli and Gallipoli, 2001; Gallipoli et al., 2018), soil and fault investigation (Harutoonian et al., 2013; Akkaya, 2015; Setiawan et al., 2018; Akkaya and Özvan, 2019; Khalili and Mirzakurdeh, 2019), and even in archaeology (Wilken et al., 2015; Zeid et al., 2016; Bignardi et al., 2017; Zeid et al., 2017a, 2017b).

The HVSR processing stage is intended to obtain horizontal and vertical ratio curves at a specific site in the measurement location. The three recorded seismic components will be divided by the desired window length into several windows. Each window is then performed Fourier transform for all parts, curves smoothing, and ratio calculation between the horizontal and vertical components. The number of generated curves will be comparable with the number of windows. The average value will be calculated from all the curves to obtain the HVSR curve as a frequency function. The HVSR curve consists of peaks that describe the subsurface layer above the bedrock layer. Generally, if there is more than one peak amplitude in the HVSR curve, the peak with the lowest frequency is called resonant ($f_0$).

Nakamura (1989) stated that HVSR peak amplitude results from multiple reflections of body waves. However, in 2000, Nakamura developed a theory stating that a combination of surface wave and body wave affects the shape of the HVSR curve. It depends on the visco-elastic parameter of the layer, distance, and source distribution.
(Bonnefoy-Claudet et al., 2006). The HVSR curve will show local maximum on S-wave resonance frequency regardless of that wavefield nature.

HVSR is used in two stages. The first stage involves data processing to determine an $f_0$. In the final stage, the HVSR curve can be inverted to obtain the subsurface layer by viscoelastic parameter value (Tsai and Housner, 1970; Aki and Richards, 2002; Lunedei and Albarello, 2010; Sánchez-Sesma et al., 2011; Lunedei and Malischewsky, 2015). This inversion process will provide the velocity model of the subsurface layer that will be useful for the seismic section comparison and application in other engineering fields. Some scientists have developed various tools and inversion methods. For example, Herak (2008) developed the HVSR model through inversion with a Monte Carlo-based algorithm. Likewise, in processing 2D and 3D HVSR models, inversion with a Monte Carlo-based algorithm is used in the OpenHVSR software (Bignardi et al., 2016; Bignardi et al., 2017; Bignardi et al., 2018). At the same time, García-Jerez et al. (2016) performed an inversion based on the simulated annealing (SA) and interior point (IP) algorithms.

The HVSR curve inversion was done in this study to obtain the $V$ towards depth using the PSO algorithm. This algorithm has been used to optimize and solve inversion problems in various engineering fields, such as electronic, electromagnetic, expert systems, machine learning, network, scheduling, energy, metallurgy, biomedical engineering, and finance. In geophysics, this method also succeeded in vertical electrical sounding data inversion (Fernández-Martínez et al., 2010), Rayleigh wave inversion (Sungkono and Santos, 2011; Laby et al., 2016), magnetic (Essa and Elhussein, 2020), gravity (Pallero et al., 2017) and electromagnetic inversion (Godio and Santilano, 2018; Pace et al., 2019). Ding et al. (2019) did a study to compare accuracy and efficiency between PSO and GA (Genetic Algorithm) to determine the kinetic parameters of the biomass pyrolysis reaction and show a result that PSO is faster towards convergent and has a closer solution to the global optimum. Göktürkler and Balkaya (2012) did the inversion of SP anomalies caused by simple-geometry bodies using three metaheuristics including PSO, GA, and SA, and show that PSO is faster than GA and SA. Ekinci et al. (2019) presented the results of parameter estimations of gravity and magnetic anomalies due to deep-seated faults using PSO and DE. The result shows that DE is superior to PSO in the case of geophysical potential field methods.

2. Method of experimental study
The HVSR method is based on ambient noise measurement on a specific site. Ambient noise, usually called microtremor, appears anywhere on the earth’s surface related to atmospheric phenomena and anthropogenic activity (Gutenberg, 1936; Asten, 1978). Microtremor is often characterized by minimal wave oscillation ($10^{-4}$ to $10^{-2}$ mm) with a spectral component that is significantly attenuated and can be measured with a passive recording method. The elastic wave propagation from a source to receiver experiences an attenuation usually caused by a geometric factor (wavefront dimension escalation) and inelastic ( intrinsic). However, not all rocks are perfectly elastic, especially sediment (Sarkowi et al., 2022).

$$HVSR = \frac{H(f)}{V(f)}$$

(1)

$$H(f) = \sqrt{E(f)^2 + N(f)^2}$$

(2)

where $H(f)$ is the amplitude spectral of horizontal component, $V(f)$ is the amplitude spectral of vertical component, $E(f)$ is the amplitude spectral of EW component, and $N(f)$ is the amplitude spectral of the NS component. The spectral ratio between horizontal and vertical components of ambient noise shows peak value on a specific frequency that is related with $f_0$ of ground layer thickness (Seht and Wohlenberg, 1999):

$$h = a f_0^b$$

(3)

where $h$ is the depth of sediment layer (Quaternary), $a$ and $b$ are correlation coefficients related to geometry and geotechnical properties in the site. HVSR data is controlled by impedance contrast in each depth, where a high-velocity difference will result in the HVSR curve with a sharp peak resonance value. In some cases, a comparison between HVSR and other geophysical data (downhole profile, MASW profile, gravity anomaly) shows that a high and sharp HVSR curve peak value resulted from a high sediment or basement layer with velocity contrast value. In other cases, effects like these are also associated with a thin sediment layer (Maresca et al., 2018).

3. Theory of PSO algorithm
In geophysics, two types of modeling are commonly used: forward and inverse modeling. Forward modeling states the data calculation process theoretically observed on the earth’s surface if the subsurface model parameter value is known. That theoretical data calculation uses a mathematical equation derived from physics concepts underlying the phenomenon under review. A fit model can be obtained using the trial-and-error method of model parameters in forwarding modeling so that the resulting model can represent the actual subsurface conditions. Meanwhile, inversion modeling is the opposite of forwarding modeling, in which model parameter is derived directly from field data.

Inversion theory is defined as a mathematics and statistic method to obtain information about a physics...
system based on observation of that system. The physics system in question is a reviewed phenomenon. The observation result of the system is data. Meanwhile, information that will be obtained from data is a model or model parameter. Suitability between model response and observation data is stated by an objective function (misfit) that should be minimized. The searching process of that minimum objective function is associated with the optimum model's searching process, which minimum characteristic of that function is used for model parameter searching. Then inversion modeling only can be performed if the forward modeling function is known. To obtain an optimum solution, then that function should be optimized. A local and global approach can achieve that optimization. The local approach is trapped easily in a local minimum, and the final solution depends on the given initial model parameter. The global approach will find solutions in the global minimum and does not need an initial model parameter but needs a model predetermined search space that has been decided. One of the global optimization methods in geophysical inversion is particle swarm optimization (PSO).

PSO is a computational technique that adapted the social behavior of a flock of birds (particles) to find food (Kennedy and Eberhart, 1995). Each behavior in searching for food or a target is influenced by individual intelligence and collective behavior. When an individual finds the shortest way to their target, other individuals in a group will follow that quickest way. Everyone has information related to location and speed towards each target expressed in vectors $X$ and $V$. Everyone submits that information to other individuals and then adjusts their speed ($V$) and position ($X$) based on the received data. The objective function is a target of the individual swarm that will be optimized. The purpose is to obtain vector $X$ while the objective function is in the global optimum. In an inversion, vector $X$ contains model parameter ($m$) that is estimated on HVSR curve inversion. In this case, the model parameter is layer thickness ($H$) and the velocity of shear waves ($V$).

PSO algorithm steps are as follows:

- **a.** Early initiation determines the number of particles and iterations that will be used in optimization. In this step, the search space model also decided to find the value of $X$ ($x_{\text{min}} \leq X \geq x_{\text{max}}$, in which $X$ is posterior that contains a set of inversion solutions.

- **b.** $X$ initial population generated from random search space, so the initial population is obtained $X_{1}^{0}, X_{2}^{0}, X_{3}^{0}, \ldots, X_{j}^{0}; i = \text{iteration}; j = n \text{th particle; } n = \text{number of particle.}$

For initial iteration of $V$ value set to zero ($V_{1}^{0} = V_{2}^{0} = V_{3}^{0} = \ldots = V_{i}^{0} = 0$).

d. Objective function evaluation from each particle that is raised so an objective function value is obtained $f[X_{1}^{0}]; f[X_{2}^{0}]; f[X_{3}^{0}]; \ldots; f[X_{j}^{0}]$.

- **c.** Determination of the parameter of $l$ and $g$, $l$ is the best position for each particle in the given iteration. Meanwhile, $g$ is the best position that the particle can reach in a group. The best indicator is seen from its objective function value, which is the best place when the $f$ value is minimum.

- **e.** Update the $V$ and $X$ values using the PSO algorithm (eq. 1) for each iteration. $V$ and $X$ values are calculated with the following equation:

$$v_{i}(k + 1) = \omega v_{i}(k) + \phi_{1}(g(k) - x_{i}(k)) + \phi_{2}(l(k) - x_{i}(k))$$

$$x_{i}(k + 1) = x_{i}(k) + v_{i}(k + 1)$$

(4)

where

$$\phi_{1} = r_{1}a_{p}, \quad \phi_{2} = r_{2}a_{p} \quad r_{1}, r_{2} \rightarrow U(0,1) \omega, a_{p}, a_{g} \in \mathbb{R}$$

(5)

$l_{i}(k)$ is the best position of the $i$-th particle, $g(k)$ is the best global position, $\omega$ is inertia moment, $\phi_{1}$ and $\phi_{2}$ are global and local acceleration, and $a_{p}, a_{g}$ are global and local acceleration constants.

By applying regressive discretization (RR-PSO) on velocity and acceleration in time function (Fernández-Martínez and García-Gonzalo, 2012), obtained a discrete model with the equation as follows:

$$x'(t) = \frac{x(t) - x(t - \Delta t)}{\Delta t}$$

(6)

$$x''(t) \approx \frac{x(t) - 2x(t - \Delta t) + x(t - 2\Delta t)}{\Delta t^{2}} = x'(t) - x'(t - \Delta t)$$

By applying the following equations relation,

$$v(t) - v(t - \Delta t) + (1 - \omega)v(t) + \phi(x(t - \Delta t) + v(t - \Delta t) = \phi_{1}g(t - l_{i}) + \phi_{2}(g(t) - x_{i}(k));$$

$$v(t) = \frac{v(t - \Delta t) + \phi_{1}g(t - l_{i}) - x(t) - \Delta t)}{1 + (1 - \omega)\Delta t + \phi_{2}\Delta t^{2}} + \phi_{2}(l_{i} - t_{i} - \Delta t) + \phi_{1}(l_{i} - x_{i}(k))$$

(7)

Then the equation for RR-PSO mathematically can be written as follows:

$$v(t - \Delta t) = v(t) + \phi_{1}g(t - x_{i}(k)) + \phi_{2}(l_{i} - x(t))$$

$$x(t + \Delta t) = x(t) + v(t + \Delta t)\Delta t; \quad \Delta t \in \mathbb{R}$$

$$x(0) = x_{0}; v(0) = v_{0}; \quad \phi = \phi_{1} + \phi_{2}$$

(8)

In PSO terminology, the searched geophysical model is called a particle. Each particle has position and velocity information in the model search space. PSO algorithm will update position $x_{i}(k)$ and velocity $v_{i}(k)$ for each particle in the swarm. The velocity of each $i$-particle in every $k$-iteration is influenced by inertia moment ($\omega$), social intelligence, and cognitive intelligence.

3.1. PSO inversion scheme to inverse HVSR curve

The tuning parameter value is significant in performing PSO inversion to obtain the best result. The tuning
parameter value that we use refers to (Fernández-Martínez et al., 2010) with $\omega = 0.8$; $a_1 = 1.8$ and $a_2 = 2$. This tuning parameter was used by Laby et al. (2016) and Farduwin and Yudistira (2021) to invert Rayleigh wave dispersion curve to obtain shear wave velocity. In the initial step, we gave initiation ($H$ and $V_s$ search space model) in Table 1. The second step is generating particles or individuals as many as n-particle ($n = 100$), which value of each individual ($H$ and $V_s$ values) will be inside the search space model that has been determined. The next step is to calculate the HVSR curve value (forward model) theoretically. In this forward model calculation, we used the code in Open HVSR (Bignardi et al., 2016; Bignardi et al., 2017). From the result of that theoretical model, its objective function value will be calculated using norm-

$$2 \sum_{i=1}^{N} |e_i|^2$$

where $N$ is the number of data and $e$ is $i$-th data. The minimum objective function value will be selected to determine the $l$ and $g$ parameters (particle's best position and particles in the group). The last step calculates the particle's velocity value ($V$) and position ($X$). A particle with a high objective function value will move and adjust according to its $V$ and $X$ with a minimum objective function value. Meanwhile, the particle with minimum objective function value will be in its position until found by other particles with the minimum objective function value.

To compare how good this PSO algorithm works, we tried to compare it with a genetic algorithm (GA). The tuning parameter that we used in GA includes crossover length 0.5 and probability of mutation of 0.15. The parameter that we will estimate in this inversion process is $V_s$ velocity value and layer thickness. On the other side, body waves velocity ($V_p$) and density ($\rho$) are estimated using an empirical equation derived by (Brocher, 2005).

$$V_p = 0.9409 + 2.0947V_s - 0.8206V_s^2 + 0.2638V_s^3 + 0.0251V_s^4$$

(9)

$$\rho = 1.6612V_s - 0.4721V_s^2 + 0.0671V_s^3 - 0.0043V_s^4 + 0.000106V_s^5$$

(10)

where the unit of velocity is in km/s and density is in g/cm$^3$.

4. Numerical simulation using synthetic examples

This section applied an inversion method simulation with the PSO and GA algorithm on two types of synthetic data, where the first type is performed without noise. Meanwhile, the second type is contaminated by 10% of random noise. These things are intended to determine how far PSO and GA algorithms work to obtain the best solution close to its synthetic model. Synthetic model consists of 5 layers model with the thickness of parameter $H_1 = 10$ m, $H_2 = 15$ m, $H_3 = 20$ m, $H_4 = 25$ m, and $H_5 = 25$ m. Meanwhile for the shear waves velocity parameter $V_s = 100$ km/s, $V_{s1} = 200$ km/s, $V_{s2} = 450$ km/s, $V_{s3} = 600$ km/s, and $V_{s4} = 800$ km/s.

The inversion process is performed by generating 100 particles and 100 iterations. Thus, there will be 10,100 forward models in PSO inversion where the minimum value of the objective function will be evaluated and calculated. Meanwhile, the total number of forward models calculated will differ based on the given cross-over length value and the mutation probability in GA inversion. The more significant the given value the more individuals encounter cross-over and mutation. With more individuals generated, it will cause computation time to increase, so the opposite.

Table 1. Inversion result of synthetic data using PSO and GA algorithm and its SD value.

| Parameter | True model | Search space | PSO inversion | GA inversion | |
|-----------|------------|--------------|---------------|--------------|
|           |            |              | Noise-free    | Noise 10%    | Noise-free | Noise 10% |
| $H_1$ (m) | 10         | 5–30         | 10.44 ± 0.78  | 10.49 ± 0.72 | 10.01 ± 1.31 | 10.91 ± 1.29 |
| $H_2$ (m) | 15         | 5–30         | 15.25 ± 0.75  | 15.06 ± 0.82 | 14.00 ± 1.49 | 15.89 ± 1.69 |
| $H_3$ (m) | 20         | 5–30         | 21.78 ± 0.96  | 22.19 ± 0.98 | 24.01 ± 1.70 | 28.82 ± 2.84 |
| $H_4$ (m) | 25         | 5–30         | 21.81 ± 0.67  | 25.97 ± 0.55 | 21.01 ± 1.25 | 27.38 ± 1.31 |
| $H_5$ (m) | 25         | 5–30         | 22.83 ± 0.55  | 24.35 ± 0.47 | 21.02 ± 1.16 | 25.10 ± 0.86 |
| $V_{s1}$ (m/s) | 100 | 50–300 | 104.75 ± 11.09 | 104.53 ± 11.93 | 101.00 ± 17.64 | 105.47 ± 16.15 |
| $V_{s2}$ (m/s) | 200 | 100–500 | 203.12 ± 10.69 | 202.68 ± 9.17 | 182.01 ± 17.07 | 219.28 ± 13.56 |
| $V_{s3}$ (m/s) | 350 | 100–500 | 374.09 ± 12.26 | 392.04 ± 8.94 | 393.00 ± 12.85 | 378.62 ± 19.79 |
| $V_{s4}$ (m/s) | 500 | 250–1500 | 488.81 ± 18.24 | 534.31 ± 24.93 | 472.01 ± 23.90 | 754.04 ± 57.19 |
| $V_{s5}$ (m/s) | 800 | 500–1500 | 842.30 ± 25.65 | 808.06 ± 23.87 | 915.00 ± 51.94 | 947.57 ± 61.69 |
| Misfit     |            |              | 0.0437        | 0.1610       | 0.1267     | 0.2063     |
| SI (%)     |            |              | 94.288        | 91.133       | 89.904     | 83.848     |
The best model can be chosen using a simple statistic method on posterior data distribution that resulted during the iteration process, which solution can be selected by calculating mean value, median, or mode from an available aggregate of models. According to Gonzales and Ottenbacher (2001) and Manikanda (2011) research, by using mean value, the data existence that deviated from the posterior trend (outliers) will cause the solution to keep the distance from its actual value. However, if solution choice is performed using mode value and the detailed data are very little, the solution cannot represent the available posterior distribution. Therefore, all the data do not have a single-mode value, and even some do not have it.

Meanwhile, with median, always in-between average value and mode. In addition, the median is not affected by the presence of outliers, which means that the posterior distribution represents all values. The solution selection also can be performed by choosing an individual with the most minimum objective function value from all the generated individuals during the iteration process. Farduwin and Yudistira (2021) presented a statistical method (mean and median value) to choose the best model parameters. The result shows that in the iteration >20, for each iteration process the using median value will have the same error value as using the model parameter that was selected from the most minimum objective function value. This indicates that all models have moved in the same direction. In this research, we choose the best model parameters using minimum misfit from all model parameters resulted during iteration process and calculated standard deviation (SD), both for PSO or GA.

Table 1 performs the inversion result between noise-free data and 10% random noise-contaminated data. PSO inversion shows a closer value to its actual model than GA inversion for noise-free data or data with noise. The layer thickness (H) from PSO and GA inversions result have a relatively similar value, while velocity value Vₜ is quite different, especially on the third to fifth layer. This thing caused by the H parameter’s search space model being narrower than the velocity Vₜ value search space model, which is more extensive. Figures 1a–1b show that PSO inversion is closer to the synthetic HVSR curve rather than GA Inversion. This thing also can be seen in Figures 1e–1f, which shows the most minimum objective function value (misfit) with PSO inversion. From that error curve, it can be concluded that PSO inversion is faster toward the minimum objective value than GA. Starting from iteration >20, the model was already heading to convergent. GA inversion gave a higher misfit value and needed many iterations to obtain a misfit value similar to PSO. PSO inversion can reach a minimum misfit of 0.0437 in noise-free data conditions. Meanwhile, GA inversion gave 0.1267. PSO inversion has a misfit of 0.1610 in noise-

![Figure 1](image)

**Figure 1.** PSO and GA inversion result of synthetic data. (a,c,e) HVSR curve, earth layers model, and error curve of free noise synthetic data; (b,d,f) HVSR curve, earth layers model, and error curve of 10% random noise synthetic data.
contaminated data, and GA inversion has 0.2063. Thus, the PSO algorithm is fast heading to convergent, relatively stable, and resistant to noise rather than GA.

To see how close the result solution from an inversion with the actual model, we did similarity index (SI) calculation that was also used by (Laby et al., 2016) with the equation as follows:

$$SI = \left(1 - \frac{\sum_{m} |p_{inv}^m - p_{m}^*|}{p_{m}^* M}\right) \times 100\% \quad (11)$$

The SI value of about 1%-100%. $p_{inv}^m$ is the model parameter of inversion result, and $p_{m}^*$ is the actual model parameter, and $M$ is the number of layers.

Figures 1c-1d show the layer model comparison from each inversion algorithm with its actual model. PSO inversion gave an SI value of 94.288%, while GA inversion was 89.908% in the noise-free data. In noise-contaminated data, PSO inversion can come up to its actual model with an SI value of 91.133%, and GA inversion has an SI value of 83.848%. A significant SI value shows that the inversion result solution is getting like the actual data. Even though noise-free data, especially velocity value on the fifth layer, shows fewer fits with the actual data. However, the result was better and closer than GA with the PSO algorithm. While in the noise-contaminated data, the PSO inversion result gave a relatively close result rather than GA that gave a more significant value, especially thickness and velocity value in the fourth and fifth layer.

Overall, a solution that gets close to the actual model value can be performed by multiplying the number of particles. For example, the raised particles can make the search space model more explored. However, increasing the number of particles or iteration will make computation time longer. By paying attention to the result from synthetic data inversion, we choose the particle number of 100 and iteration of 100 times. The PSO algorithm is fast heading to the concurrent and does not need iteration.

5. The Way Baka fault modeling
This section applied a methodology to the Way Baka fault area for HVSR curve inversion located in the Bakauheni district and the southern part of Sumatera Island, Indonesia. Sumatera is located in the southwest segment of the Eurasian plate that smashed up convergently by the Indo-Australian plate. It formed a subduction area across the border (McCaffrey, 2009). The subduction of the Indo-Australian plate to the Eurasian plate moves with a relative velocity of 6–7cm/year (Simandjuntak and Barber, 1996). That condition implies forming interesting geological structures, especially the Semangko Fault that sweeps from Aceh (north end of Sumatera) to Lampung (south end of Sumatera). Semangko Fault is a right-lateral strike-slip fault that moves obliquely to the northwest (Sieh and Natawidjaja, 2000). Bakauheni is located <400 km from the earthquake source lane oblique between the Indo-Australian Plate and the Eurasian plate, located <200 km from the earthquake lane of Mentawai active fault, 100 km from the earthquake lane of Semangko Fault. Sadewo et al. (2013) studied morph structure and paleoseismic in the Bakauheni area and its surroundings by analyzing satellite imaging of DEM SRTM (Digital Elevation Model Shuttle Radar Topography Mission). Geological kinematics structure analysis shows an active potential fault in the Way Baka area, a left-lateral strike-slip fault with direction U185°/T74° with the main force U165°T. Paleoseismic study along Way Baka Fault shows that tectonic activity has occurred since the Plio-Pleistocene period (±3 million years ago).

5.1. HVSR measurement and inversion
The microtremor data in this research was recorded using three components of seismograph in 7 location measurement points (Figure 2) with sampling time of 0.01 s and length of measurement about 25–30 min. On ambient noise signal recording in a site, often affected by human activities, wind, and drift from the instrument itself or usually called with noise. Therefore, the measurement parameter on the field should be determined to reduce unwanted disruption. The wind effect and drift from the instrument can be reduced by waveform filtering with two orders Butterworth filter with frequency cutoff about 0.3 Hz. HVSR accuracy escalation, the signal is separated into a low and high-level noise section (Mihaylov et al., 2016).

We used Geopsy and Octave software on the process to obtain the HVSR curve. The processing parameter we used is a range frequency filter of 0.5–15 Hz and window length 30 s. Then we applied the antitrigger algorithm to erase the transient signal or signal with very low amplitude (STA = 1s; LTA = 30s) with STA/LTA between 1.0–3.5. Finally, we used a smoothing filter to erase the modulation effect and spike with extreme value on the HVSR curve (Konno and Ohmachi, 1998).

Figure 3 shows the result of the HVSR curve for all selected windows in AWB1, AWB2, AWB3, and AWB6 points. The black curve is an average HVSR curve from all received curves in every measuring point. On AWB6 and AWB4 point, the curves resulting from windowing show a H/V ratio value that is less smooth and had many surges on 1–10 Hz frequency. We estimated that anomaly is caused by a high noise related to a densely populated village area. The HVSR average curve on every point is then used for the inversion process using the RR-PSO algorithm (eq. 8) to estimate velocity value $V_s$. The number of layers used during the inversion is 5 layers. This refers to Farduwijn et al. (2021) who carried out electrical resistivity tomography (ERT) measurements near the research study.
Figure 2. Location map of microtremor measurement in Way Baka fault, Bakauheni district, Indonesia. Yellow inverted triangles indicate stations.

Figure 3. HVSR curve produces from record length about 25–30' at measurement point (a) ABW1; (b) ABW2; (c) ABW4; (d) ABW6.
which showed that there were three main layers in the site to a depth of 40–60 m. For a deeper depth (up to 100 m), we add two layers below it.

PSO inversion result shows the HVSR curve is relatively close to the HVSR observation curve (Figure 4), but at some sites not too close to an observed inversion result. This is caused by the higher noise level in those sites caused by human activity (near with highway and industrial machine). The misfit value is relatively small for all sites, about 0.33–0.6 (Figure 5). Table 2 presents the model parameters value that was chosen from the minimum misfit value and its SD for each model parameters. This matter showed a relatively small misfit value of about 0.33–0.6 (Figure 5). The error curve also indicates that PSO is swift, converging on the twentieth iteration. The inversion result model has been relatively stable on minimum objective function value. This matter shows that posterior model distribution with PSO inversion moved to the point with the minimum objective function value on the twentieth iteration. Figure 6 is the model per layer of PSO inversion result, which model solution chosen with minimum misfit value (red line). At the same time, the model from each iteration (black line) shows that the model still has a high solution value in the initial iteration. The model is moved to one point (with the lowest misfit). Based on all the model results, it can be seen that the area around the Way Baka fault has a per layer model where the $V_s$ velocity value becomes more significant with increasing depth. However, the fifth layer on AWB1 and AWB4 points show a lower velocity value than the layer over it.

5.2. Shear wave velocity estimation

The microtremor measurement track obtains three intersection points with the Way Baka fault. The three points are marked with the symbol Cs (Cross Section) as the location of the fault crossing (Figure 7). The location of the Cs1 point is between the acquisition points AWB1 and AWB4. The microtremor measurement track obtained three intersection points with the Way Baka fault. The three points are marked with the symbol Cs (Cross Section) as the location of the fault crossing (Figure 7). The location of the Cs1 point is between the acquisition points AWB1 and AWB4.
Figure 5. Earth layers model resulted from PSO inversion; (a) ABW1; (b) ABW2; (c) ABW4; (d) ABW6. Redline is the best inversion model chosen using minimum misfit from all posterior data. The black line is the best model at each iteration.

Table 2. Inversion result of observed data using PSO and its SD value.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Site</th>
<th>AWB1</th>
<th>AWB2</th>
<th>AWB3</th>
<th>AWBP</th>
<th>AWB4</th>
<th>AWB5</th>
<th>AWB6</th>
</tr>
</thead>
<tbody>
<tr>
<td>H_1 (m)</td>
<td></td>
<td>16.21 ± 6.81</td>
<td>19.40 ± 6.16</td>
<td>7.51 ± 2.31</td>
<td>21.88 ± 4.95</td>
<td>12.13 ± 2.35</td>
<td>16.52 ± 3.33</td>
<td>14.42 ± 2.42</td>
</tr>
<tr>
<td>H_2 (m)</td>
<td></td>
<td>28.19 ± 5.95</td>
<td>31.72 ± 5.23</td>
<td>8.79 ± 2.07</td>
<td>24.16 ± 5.99</td>
<td>24.77 ± 3.38</td>
<td>23.91 ± 5.66</td>
<td>23.97 ± 4.33</td>
</tr>
<tr>
<td>H_3 (m)</td>
<td></td>
<td>38.10 ± 6.99</td>
<td>37.04 ± 5.08</td>
<td>15.46 ± 5.25</td>
<td>26.52 ± 4.46</td>
<td>11.49 ± 2.62</td>
<td>21.58 ± 5.02</td>
<td>16.82 ± 5.06</td>
</tr>
<tr>
<td>H_4 (m)</td>
<td></td>
<td>12.88 ± 6.26</td>
<td>37.11 ± 5.96</td>
<td>31.08 ± 4.49</td>
<td>23.29 ± 4.45</td>
<td>18.51 ± 4.67</td>
<td>35.31 ± 5.51</td>
<td>22.77 ± 5.01</td>
</tr>
<tr>
<td>H_5 (m)</td>
<td></td>
<td>27.64 ± 6.95</td>
<td>40.49 ± 5.43</td>
<td>17.28 ± 5.35</td>
<td>22.72 ± 5.29</td>
<td>30.01 ± 4.73</td>
<td>37.21 ± 6.12</td>
<td>32.38 ± 4.60</td>
</tr>
<tr>
<td>Vs_1 (m/s)</td>
<td></td>
<td>308.44 ± 51.68</td>
<td>272.38 ± 61.5</td>
<td>184.60 ± 53.3</td>
<td>245.46 ± 53.22</td>
<td>158.44 ± 36.75</td>
<td>145.38 ± 30.31</td>
<td>213.98 ± 36.65</td>
</tr>
<tr>
<td>Vs_2 (m/s)</td>
<td></td>
<td>342.61 ± 43.22</td>
<td>452.91 ± 62.31</td>
<td>472.33 ± 31.9</td>
<td>537.66 ± 11.37</td>
<td>424.79 ± 20.62</td>
<td>559.21 ± 43.05</td>
<td>686.47 ± 60.35</td>
</tr>
<tr>
<td>Vs_3 (m/s)</td>
<td></td>
<td>751.74 ± 44.37</td>
<td>639.04 ± 11.22</td>
<td>568.73 ± 10.96</td>
<td>759.13 ± 28.03</td>
<td>417.19 ± 30.19</td>
<td>517.88 ± 59.32</td>
<td>729.51 ± 39.38</td>
</tr>
<tr>
<td>Vs_4 (m/s)</td>
<td></td>
<td>1077.65 ± 20.12</td>
<td>979.17 ± 17.39</td>
<td>976.97 ± 51.71</td>
<td>944.96 ± 47.83</td>
<td>1091.15 ± 76.67</td>
<td>812.90 ± 89.61</td>
<td>899.69 ± 63.05</td>
</tr>
<tr>
<td>Vs_5 (m/s)</td>
<td></td>
<td>873.96 ± 69.5</td>
<td>1040.33 ± 69.4</td>
<td>1131.06 ± 89.75</td>
<td>1067.07 ± 76.40</td>
<td>975.61 ± 66.87</td>
<td>1169.30 ± 94.76</td>
<td>1034.59 ± 54.05</td>
</tr>
</tbody>
</table>
Figure 6. Error curve resulted from PSO inversion; (a) ABW1; (b) ABW2; (c) ABW4; (d) ABW6.

Figure 7. Microtremor measurement path intersecting with Way Baka fault at three cross-section points (Cs) (Mangga et al., 1993).
The section crosses between two hills with a dominant lithology of andesite rocks. In addition, there is a valley with pyroclastic rocks dominated by pumiceous tuff in the middle.

Meanwhile, the intersection points of Cs2 and Cs3 are on the section between AWB4, AWB5, and AWB6 points. Pyroclastic rocks dominate the rock layer at this location in the form of pumiceous tuff. Topographically, the area of this intersection tends to be lower than the first point. These three intersection points (Cs) are aligned with the cross-section of the inversion velocity $V_s$, which shows the fault pattern.

The velocity pattern is obtained based on the inversion result, indicating Way Baka Fault’s presence (Figure 8). At the first point of intersection (Cs1), there is a pattern of the continuous velocity of weathered rock layers from a depth of −80 m to −160 m. This interpretation is linear, with significant geomorphological changes in steep slopes accompanied by many remnants of landslides. However, a weathered rock layer affected a bridge collapse on the highway. This condition contrasts in weathering layer thickness between AWB1 and AWB3 points 10 to 40 m in-depth.

The intersection points of Cs2 and Cs3 also show a fault pattern, especially in the center of softening at the AWB5 point. The pattern of noncontinuity in these sections characterizes the contrasting changes in velocity related to weathered rocks that fill the area. The Way Baka faults show the same slope pattern in the two-velocity section. The direction of the Cs2 section that is northeast to southwest crosses AWB4 and AWB5. At the same time, the Cs3 section is northwest from AWB5 to the southeast to AWB6 point. Based on surface observations, the fault plane in this area is not apparent. However, this region is relatively flat with a few low hills due to geomorphology.

The findings of the fault plane pattern on the results of the microtremor wave inversion corroborate the results of this study about the existence of the Way Baka fault plane. These results are also consistent with previous paleo-seismic research. The alignment of these findings reinforces the presence of the Way Baka Fault in the Bakauheni area and its surroundings as active potential faults. The noncontinuous pattern in the cross-section of the inversion results that characterize changes in rock lithology strengthen the indication of the Way Baka fault area. The appropriateness of the location of the intersection of the measurement path and fault pattern reinforces this interpretation.

However, these results still require further research with other methods to ascertain the characteristics and

![Figure 8. The interpretation of the Way Baka Fault existence in 2D cross-section of microtremor data inversion results at the study site. The yellow triangle with the AWB label indicates the microtremor measurement point, while the gray triangle with the Cs label indicates the intersection point with the fault.](image)
other properties of the Way Baka fault. Go forward, and it is necessary to make more detailed measurements related to the direction of the strike and dip from the fault plane and the offset distance of the bedding on the axis of the fault plane to ascertain the Way Baka fault type. In addition, monitoring seismic activity at the fault site is also essential to ensure disaster mitigation efforts related to the seismic process and reactivation of faults in the Bakauheni and surrounding areas.

6. Conclusion
The HVSR curve inversion with the RR-PSO algorithm was used to process and obtain velocity $V_s$ estimation for the subsurface modeling. This algorithm is shown with performing analysis on synthetic data (noise-free and 10% random noise-contaminated) and actual data. The results from the synthetic tests show acceptable results and came up with a real solution. The advantage of the PSO algorithm is that it can be used for various inversion problems without being equipped with a priori information first.

The PSO application on actual data shows a significant result. For example, a 2D velocity $V_s$ section can show sediment layers, basement layers, and fault planes in Way Baka. This result concluded that the inversion method with the PSO algorithm could be developed for geological hazard mitigation based on ambient noise data, especially HVSR data.
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