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The remainder of this paper is organized as follows: Section 2 presents an overview of image registration
methods. Section 3 presents the proposed NN-BF method. Section 4 presents the experimental setup and
results. Finally, the paper is concluded in Section 5.

2. Related work
Feature-based image registration consists of five steps [2, 23]: feature point detection, feature point description,
descriptor matching, homography estimation, and image warping. The crucial step is descriptor matching as
it establishes feature point correspondences for image registration. Establishing feature point correspondences
under small scale, rotation, viewpoint, affine, and illumination variations is simple and easy as compared to
establishing them in the presence of high textural, temporal, and photogrammetric differences [7].

Feature points such as SIFT are widely used for remote sensing image registration [14, 15]. Modifications
to SIFT have also been proposed to make it robust against changes between remote sensing images, for instance,
gradient orientation modification [29], orientation restriction [30], adaptive binning [31], and gradient magnitude
modifications [7, 32]. Similarly, SURF has been also modified to overcome changes between remote sensing
images [16].

Wong and Clausi propose a phase congruency model to automatically register satellite and aerial
images[18]. They use a robust phase-adaptive complex wavelet transform to overcome noise and intensity dif-
ferences between multiband satellite images [19]. Wu et al. use a shape-based feature detector with a Gaussian
mixture model to register aerial images [33]. Similarly, the time invariant line features with area minimization
technique is used for registration of historical aerial images [13]. Line features are also used for multitemporal
aerial optical image registration [34]. ORB feature points are also employed to register aerial images [35, 36]. An
accelerated BRISK approach is used to improve the accuracy of the UAV registration process [10]. A method
based on AKAZE features [27] is used to register poorly georeferenced UAV images with accurately oriented
aerial images [37]. The method estimates orientation differences for registration. Dense SIFT is also used for
georegistration of UAV images with already georeferenced images [22].

Homography estimation algorithms for image registration such as RANSAC [38] and PROSAC [39] have
been also modified to overcome differences between remote sensing images, for instance, fast sample consensus
(FSC) [40], particle swarm optimization sample consensus (PSOSAC) [41] and triangle area representation
(TAR) [42]. Ma et al. propose a feature matching algorithm, i.e. locally linear transforming (LLT), for remote
sensing images [4]. LLT is based on maximizing likelihood structure among the neighboring feature points.
Similarly, a strategy based on guided locality preserving matching (GLPM) [43] is used to increase correct
matches and remove outliers in remote sensing image registration.

A four-step method is applied to multitemporal UAV images of agriculture for image registration [44].
The steps consist of guided image filtering for agricultural terrace detection, texture and geometric features
extraction, multifeature guided point set registration, and image warping. Similarly, an approach based on
farmland field junctions is proposed in [6] to register SI images with UAV images of agricultural land. Field
junctions are used as feature points and are described by fitting rectangles to neighboring fields. Then geometric
properties of the rectangles are computed and assigned as descriptors to field junctions. The junction descriptors
are matched and correspondence between junctions is established for image registration. In another work
sampled field boundaries are used for junction description [20]. Rectangle fitting and sampled field boundaries
methods heavily rely on manually segmented farmland boundaries. Automatic segmentation of boundaries
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is difficult and manual segmentation is a time-consuming and laborious work. Therefore, feature points are
suggested and evaluated on agricultural land SI-UAV images by Saleem et al. [7]. It is shown that modified
normalized (MN)-SIFT demonstrates better performance compared to other feature points. The proposed
NN-BF method is also a feature point-based approach. It uses feature points such as SIFT, ORB, SURF,
AKAZE, and BRISK without any modification and matches such feature points with a novel matching strategy
to accurately register SI-UAV images despite high intensity, temporal, and textural differences.

3. Proposed method

A block diagram of the proposed method is shown in Figure 2. The block diagram is briefly explained in the
following sections.

Figure 2. Block diagram for the proposed NN-BF based method for SI-UAV image registration.

3.1. Image dataset

The image dataset consists of two disjoint sets: training set and test set. Both sets contain pairs of SI-UAV
images. The SI images are taken from Google Earth and their corresponding UAV images from a low flying
platform.
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3.2. Feature points and overlap error (OE)

We detect SIFT [23] feature points from each pair of test and training SI-UAV images. Then we apply the OE
criterion [28] to find corresponding SIFT feature points between training SI-UAV images. OE tells us how well
image regions around two feature points correspond under a known homography H :

OE = 1− a ∩ (HT bH)

a ∪ (HT bH)
, (1)

where a and b are image regions of reference (SI) and target (UAV) images, respectively. a and b are considered
a corresponding region pair, if OE between them is below or equal to some threshold. Homography H is known
in advance between each SI-UAV image pair of the test set.

3.3. Train descriptors

We compute SIFT descriptors for corresponding feature points identified with OE. Such descriptors are referred
to as train descriptors. The train descriptors of train SI images are referred to as train SI descriptors and those
of train UAV images are called train UAV descriptors.

3.4. Test descriptors

We detect SIFT feature points from each SI-UAV image pair of the test set and then compute SIFT descriptors.
The descriptors of test SI images are referred to as test SI descriptors and those of test UAV images are called
test UAV descriptors.

3.5. NN-BF descriptor matching

We perform descriptor matching using (i) NN and (ii) BF descriptor matching strategies. Therefore, we named
the proposed method the NN-BF method.

3.6. NN descriptor matching

NN descriptor matching is a one-to-many descriptor matching strategy. It is performed between the train
SI descriptors and test SI descriptors. NN finds a nearest neighbor for each test SI descriptor in train SI
descriptors. Such descriptors are called NN train SI descriptors. Then each NN train SI descriptor is replaced
by its corresponding train UAV descriptor (which was identified with OE during the training phase). Descriptors
obtained through this descriptor mapping step are called NN train UAV descriptors. In the next step the NN
train UAV descriptors are matched with the test UAV descriptors by BF strategy.

3.7. BF descriptor matching

BF is a one-to-one descriptor matching strategy compared to NN. It works similarly to the distance ratio-based
descriptor matching strategy, which is used for SIFT [23]. BF finds nearest neighbor matches between NN train
UAV descriptors and test UAV descriptors. Then it applies the BF method to identify a group of best nearest
neighbor matches between the two sets, which are one to one.
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3.8. RANSAC and image warping
During the descriptor mapping step we only replaced the descriptor part of test SI descriptors and retained their
frame parts containing information about test SI feature points’ locations. We apply RANSAC to the matches
returned by the BF step to eliminate outliers and estimate a homography to register test SI-UAV images. Such
a homography is denoted by K . Then each UAV image of the test set is registered with its corresponding test
SI using K .

4. Experimental setup and results
This section presents the experimental setup and results. The experiments are performed on test SI-UAV image
pairs. The experimental results are divided into two parts: (i) image matching with and without using the
proposed NN-BF method, (ii) image registration using the proposed NN-BF method.

4.1. Experimental setup
This section presents the image dataset, parameters setting, and evaluation criteria.

4.1.1. Agricultural land image dataset
Figures 3 and 4 show the training and test of the image dataset used in the present paper, respectively. There
are two SI-UAV image pairs in the training set and six SI-UAV image pairs in the test set. Between each image
pair of the training and test set, high temporal, intensity, and textural differences can be seen.

Train 1 Train 2

Figure 3. Agriculture land SI-UAV images of the training set. Each subfigure shows an SI image, followed by a
corresponding UAV image and a manually registered image to show the physical location of the UAV inside SI.

4.1.2. UAV and satellite images

The UAV images were acquired with an ordinary RGB camera equipped with a global positioning system (GPS)
from a low flying platform. Each UAV image is geotagged and only one piece of GPS coordinate (latitude and
longitude) information is available per image, which allows us to index its spatial location in a satellite image
(Google Earth). The RGB camera is mounted vertically downward and no pixel level GPS information is
captured/available. In the case of pixel level information the registration process can become a very simple
problem, i.e. just replace each pixel of the satellite image with its corresponding geotagged pixel of the UAV
image. In our case, the problem is complicated because of only one piece of GPS information per UAV, which
we use to crop an image region around the GPS information from Google Earth and use it as an SI. UAV images
were acquired on 28 April 2018 near Lahore, Pakistan, and have resolution up to 5cm. The satellite images
used in the present paper were taken from Google Earth. The freely available Google Earth images have 15
m of resolution to 15 cm. In the area under investigation, the resolution is around 60 cm. The Google Earth
images are in RGB format and were accessed online on 28 April 2018. However, according to Google Earth,
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