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Abstract: The widespread use of medical imaging devices allows deep analysis of diseases. However, the task of examining medical images increases the burden of specialist doctors. Computer-assisted systems provide an effective management tool that enables these images to be analyzed automatically. Although these tools are used for various purposes, today, they are moving towards retrieval systems to access increasing data quickly. In hospitals, the need for content-based image retrieval systems is seriously evident in order to store all images effectively and access them quickly when necessary. In this study, an attention-based end-to-end convolutional neural network (CNN) framework that can provide effective access to similar images from a large X-ray dataset is presented. In the first part of the proposed framework, a fully convolutional network architecture with attention structures is presented. This section contains several layers for determining the saliency points of X-ray images. In the second part of the framework, the modified image with X-ray saliency map is converted to representative codes in Euclidean space by the ResNet-18 architecture. Finally, hash codes are obtained by transforming these codes into hamming spaces. The proposed study is superior in terms of high performance and customized layers compared to current state-of-the-art X-ray image retrieval methods in the literature. Extensive experimental studies reveal that the proposed framework can increase the current precision performance by up to 13
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1. Introduction

Today, we know that many diseases that threaten human life can be treated by early diagnosis. Thanks to the increase in technological developments and scientific knowledge, there are positive developments in health systems almost everywhere in the world. Medical imaging systems have become one of the most widely used medical techniques recently [1]. However, the time required to examine the images created by these systems, which are frequently used by specialist doctors for detection of diseases, requires an additional budget. Early diagnosis cannot be achieved in countries where the number of physicians per patient is insufficient due to the time allocated for the examination of each image [2]. Artificial intelligence techniques are actively used for automated medical image analysis tasks. These systems, which can be used as a decision support mechanism or decision-making system, generally perform tasks such as classification, segmentation, detection, and tracking [3]. Medical image analysis based on these tasks has been studied for many years, and many problems have
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found solutions. However, many problems related to content-based image retrieval (CBIR) problems are still open. Especially the storage of images and quick access to these stored images is still an issue that needs improvement. CBIR, which is preferred for providing access to images with similar content, is an area that has been studied for 20 years and is still an active research area. In CBIR systems, each image in a dataset is represented by a low-dimensional vector according to its content. In this way, the space required for the storage of each image is reduced. In the retrieval phase, the desired number of images are requested to be presented to the user automatically in response to a query image [4]. The use of the nearest neighbor (NN) search in the process of identifying similar images provides high performance. However, using exact NN (ENN) creates an unacceptable time and memory load for large datasets [5]. An approximate nearest neighbor (ANN) search is used to alleviate this problem. ANN search exhibits very high probability and low accuracy loss performance in a short time.

Hashing is the most popular ANN method. While many traditional ENN solutions use the Euclidean space, hashing-based solutions use the Hamming space. For this purpose, real-valued data points are encoded into binary codes. Thus, low storage cost and fast retrieval can be provided [6]. CBIR systems aim to solve the ‘semantic gap’ between linguistic information generated by an expert and machine-generated information. Hashing methods are generally examined in two separate groups, data-dependent, and data-independent. Since data-independent methods produce random variables, they are not sufficient to relieve the semantic gap problem. For this reason, data-dependent methods are preferred today. Data-dependent methods are examined under three groups as unsupervised methods, semisupervised methods, and supervised methods. Detailed information about the development of these methods can be found in [7]. The development of hashing methods in terms of feature extraction can be divided into hand-crafted features and CNN-based features. Detailed literature analysis related to the feature extraction approach can be examined from [8]. It is seen from the studies in the literature that supervised hashing methods produce higher performance than other hashing methods if a sufficient number of labeled data can be reached. On the other hand, using a CNN-based feature extraction method in this supervised technique provides higher precision performance than hand-crafted methods. The latest state-of-the-art studies in the literature generally prefer such types of approaches [9].

CBIR systems are extensively studied for natural image processing problems, but retrieval for medical images remains a challenging task. One of the important reasons for this is that the complexity of medical images makes automatic analysis difficult. In addition, while the differences in the medical images within the same classes are quite high, the differences between the classes are small. Therefore, they are very challenging for computer-assisted systems. On the other hand, today’s deep learning architectures are generally designed specifically for natural image processing problems. For this reason, many deep architectures offered as pretrained cannot produce high performance in medical image processing tasks [10]. In addition, a large number of labeled data is needed to train deep architectures. It is challenging to access medical datasets containing a large number of labeled data. For this reason, most of the medical image retrieval systems in the literature benefit from hand-crafted feature extraction methods [11–13]. Due to the higher performance of deep learning-based methods, some shallow CNN methods are used for this task [14, 15]. However, shallow learning does not provide high performance for large-scale datasets and does not provide high performance for real-time problems. For this reason, researchers are actively working on high-performance deep learning methods in high medical image retrieval tasks [16, 17].

Chest X-ray is one of the most commonly used radiological examination methods. Although the automatic X-ray analysis studies have gained importance due to the COVID-19 pandemic today, the retrieval task still has
not received the necessary attention [18]. While X-ray image retrieval studies performed with radon barcodes and
traditional methods [19] and Siamese deep learning architectures [20] are quite remarkable, their performance
is insufficient. End-to-end style deep learning architectures are better at dealing with today's X-ray image
retrieval problems [21]. However, the difficulties in X-ray images still do not allow these methods to be used in
real-time. Generally, the very similar background in X-ray images and blurry patterns create problems. In the
literature, attention approaches are generally preferred to solve these problems [22]. Attention approaches play
an important role in determining the saliency points in the image and enable the determination of important
regions. Thus, feature extraction approaches pay more attention to important regions.

This work presents an attention-based end-to-end CNN framework for X-ray image retrieval tasks. Unlike
many methods in the literature, attention deep CNN architecture is recommended instead of using hand-crafted
feature extraction to solve the 'semantic gap' problem. Attention deep CNN is the first part of the proposed
framework. In this section, new layers are proposed by creating an architecture suitable for the characteristics
of X-ray images. In the second stage, a pretrained ResNet18 model is used for hashing. The proposed method
is trained using the largest X-ray data in the literature. This study is the first X-ray image retrieval study
performed using residual attention CNN to the best of the authors’ knowledge. The major contributions of this
paper can be summarized as follows:

- The proposed method determines the areas of attention using the residual saliency mechanism. It is the
  first for X-ray image retrieval in the literature.
- Siamese-style training is carried out to relieve the unbalanced problem. Moreover, two different loss
  functions and a combination strategy are proposed to release this problem.
- The results of the proposed framework produced by the experiments using X-ray images are superior to
  other state-of-the-art methods.

The rest of this paper is organized as follows. Details of the proposed method and loss functions are
described in Section 2. Then, experimental results and dataset properties are presented in Section 3. Finally,
the conclusion is discussed in Section 4.

2. Methodology
In this section, some notations and proposed framework used for content-based image retrieval (CBIR) are
introduced. Let \( X = [x_1, x_2, ..., x_n]^T \) be the dataset, \( n \) represents the number of X-ray images. Let the hash
codes of this data matrix be expressed with \( Y = [y_1, y_2, ..., y_n]^T \). Each \( y \) is made up of real numbers, and if its
length is expressed as \( d \), then a matrix \( R_{n \times d} \) is formed. Also, let \( F_n = [f_1, f_2, ..., f_m] \) for learned features for
each X-ray images, \( m \) represents hash code lengths. CBIR architectures generate descriptive codes \( (F) \) of a
certain length for each image. The lengths of these codes are usually 32, 64, and 128 in the literature [6, 8].
The direct binary generation of these codes by the CNN architecture is very challenging. In order to provide
relaxation, these codes are provided in Euclidean space. These codes are then converted into the binary form
using Equation 1, and the problem is pulled into the Hamming space.

\[
\text{sign}(f) = \begin{cases} 
1 & f \geq 0 \\
-1 & f < 0
\end{cases}
\] (1)
The proposed framework for the content-based X-ray image retrieval is shown in Figure 1. The proposed framework works end-to-end, but it is divided into two parts to be examined in more detail. Firstly, the transformation of X-ray images is performed. In this section, which we can call preprocessing, it is aimed to highlight the lung sections. Then attention deep CNN architecture suggests saliency regions in X-ray images. In this part, there is a traditional fully convolutional network (FCN) structure reinforced with attention layers. One or more attention areas can be suggested automatically by the network. In the second part, there is a pretrained ResNet18 architecture as a hashing network. Attention map and original X-ray image are used as input to this section. The codes produced by the hashing network are finally converted into binary form as postprocessing. For the training process, we use a combination of weighted cross-entropy loss and contrastive loss.

$$im_p = uint(255 \times (1 - normalize(im_{or}))$$  \hspace{1cm} (2)

where $im_p$ represents the preprocessed image, $im_{or}$ represents the original image, $normalize$ denotes 0-1 standard normalization process.

**Figure 1.** Proposed X-ray retrieval framework.

### 2.1. Preprocessing of X-ray Images

Making the lung areas more prominent in X-ray images and cleaning the noise is an essential factor for increasing performance. However, cleaning the noise causes the loss of important information in some cases. To get the most efficiency from the automatic learning process in deep learning algorithms and to adapt to real-time image processing problems, a hard cleaning process is not performed in this study. Equation 2 is used to bring the information in the lung regions to the forefront.
2.2. Attention network structure

The attention network part of the proposed framework is used to determine the saliency points of X-ray images. No additional training or additional weighting is performed in this study to obtain saliency points [23]. This task is partially fulfilled by the X-ray image preprocessing layer. If this part of the proposed framework is called Attent, the saliency map that this framework will generate is as in Equation 3. The next step, the hashing network entry, is calculated as in Equation 4.

\[
\text{saliencypoints} = \text{Attent}(x_{\text{previous}}) \tag{3}
\]

\[
x_{\text{current}} = \text{saliencypoints} \odot x_{\text{previous}} \tag{4}
\]

The attention part of the proposed end-to-end framework is shown in detail in Figure 2. There are five convolutional layers, five batch normalization layers, five elu layers, and two max-pooling layers in the encoder section. All convolutional layers are \(5 \times 5\) pixels in size, and the depth increases from 32 up to 128. The decoder section includes three deconvolutional layers, two batch normalization layers, and two elu layers. In the attention section, two attention blocks have the same layers. Thanks to its residual form of connection, it can protect low-frequency mainstream information.

![Attention CNN architecture](image)

**Figure 2.** Attention CNN architecture

2.3. ResNet18 network for X-ray hashing

Pretrained ResNet18 architecture is transformed into a hashing network by modifying the input layers and output layers [24]. The original pixel information and the saliency map information are used as the input information for this section. At the network output, the existing fully connected layers are changed. The final layer size is determined according to the desired hash code length. One of the most critical parts of the output
section is selecting the number of fully connected layers (FCL). Choosing as few FCL layers as possible has positive effects on retrieval performance. For this reason, only one FCL layer before the hash layer is used in the proposed framework.

2.4. Loss function
The weighted cross-entropy loss function and the contrastive loss function are used for training the proposed framework. For this purpose, the contrastive loss function is calculated as in Equation 5.

\[ L_c = \frac{1}{2} LD^2 + \frac{1}{2} (1 - L) \{ \max (0, m - D) \}^2 \]

where \( D = \| f(I_1) - f(I_2) \|_2 \)

in which \( L \) represents pairwise labels. If two images belong to the same class, \( L = 1 \), if different, \( L = 0 \). \( f(I_1) \) and \( f(I_2) \) denote feature vectors. \( m \) is the margin. The other loss function is the weighted maximum likelihood function [25]. Let \( H = [h_1, h_2, \ldots, h_n] \), where \( P(S|H) \) is the weighted likelihood function. Two loss functions are also compatible with pairwise training. In this way, the data imbalance problem can be tackled more effectively. The weighted likelihood problem is expressed as in Equation 6.

\[ \min_{\theta} \sum_{s_{ij} \in S} w_{ij} (\log (1 + \exp (\alpha h_i, h_j))) - \alpha s_{ij} (h_i, h_j)) \]

where \( s_{ij} \) represents pairwise similarity information. \( \theta \) represents all parameters in the proposed framework. \( w_{ij} \) denotes similar-dissimilar balance function from [25]. The total loss function is determined by combining Equations 5 and 6. Equation 7 is used for this purpose.

\[ L_{total} = \alpha L_c + \beta L_w \]

where \( L_{total} \) denotes total loss, \( L_c \) denotes contrastive loss, \( L_w \) denotes weighted cross-entropy loss. \( \alpha \) and \( \beta \) represent weights of loss values. Various optimization techniques can be used to determine these values. In this study, a value of 0.5 is chosen for both of them in order to examine the effects more fairly.

3. Experiments and experimental results
In this section, hardware information, experimental parameters, ablation study, and comparisons with current state-of-the-art methods are presented. In addition, the results of the proposed framework are visualized.

The proposed method is trained on a computer with Intel Core i9-10900K CPU (3.7 GHz), 64 GB DDR4 RAM, and NVIDIA GeForce RTX 3090 graphic card.

3.1. Dataset
In this study, the ChestX-ray8 dataset [26], which is the most comprehensive and large X-ray dataset in the literature, is used in order to evaluate the proposed framework appropriately. This dataset consists of a total of 112120 frontal X-ray images. It consists of images taken from 30805 unique patients, including 16630 males and 14175 females. Images were collected between 1992-2015 with the help of text-mined labels. The size of the images is 1024 x 1024 pixels, and the images are gray level. There are fifteen different classes in total, including the healthy images in the data. Sample images belonging to these classes can be seen in Figure 3.
ChestX-ray dataset images are relatively challenging. One of the main reasons for this is the difficulties due to the nature of medical images. The second difficulty is that problems belonging to more than one class are found together in some images. In such cases, if only one of the owned classes is estimated, the prediction is determined correctly. Another challenge is the imbalance of data numbers between classes. This imbalance is seen in Figure 4.

3.2. Experimental setup, parameters, and performance indicators

In this section, first of all, details about the parameters used in the experiments are presented. Then, the strategy for determining evaluation parameters is explained. Separation of the dataset for training and testing during experiments is carried out as specified in dataset rules. Training and validation separation is made in the form of 80-20. While the contrastive loss margin value is chosen as 1, the weighted cross entropy weights are determined according to the classes. The number of minibatches is used as 20. The number of training iterations is determined as 15,000. The initial learning rate is determined as 0.0001. This value is multiplied by 0.6 every 4000 iterations. Gradient decay is selected as 0.9. Finally, the Adam optimizer is used to update the parameters. Five-fold cross validation is applied.
The imbalance problem in the data is quite challenging. In order to simply overcome this problem, an approach to batch selection is applied. Accordingly, each minibatch consisting of 20 images can contain up to three samples of each class. In this way, the influence of dominant classes can be brought to the same level as other classes.

In order to compare the performance of the proposed retrieval method with other methods in the literature, the most frequently used performance indicators are preferred in this study. Average precision (ARP), the discounted cumulative gain (DCG), and the normalized discounted cumulative gain (nDCG) are used. Equation 8 is used to calculate the precision value, Equation 9 is used to calculate the AP value, Equation 10 is used to calculate the DCG value, and Equation 11 is used to calculate the nDCG value.

\[ P(I_q) = \frac{\text{Number of relevant images retrieved}}{\text{Total number of images retrieved}} \]  

\[ ARP = \frac{1}{n} \sum_{i=1}^{n} P(I_i) \]  

\[ DCG = \sum_{n=1}^{K} \frac{2^n - 1}{\log(n + 1)} \]  

\[ nDCG = \frac{DCG}{DCG_{ideal}} \]

3.3. Ablation study

One of the most important factors affecting the success of the proposed framework is the saliency maps suggested by the attention network. Saliency maps that cover the whole image or cover large areas cannot make a positive contribution to performance. Conversely, small saliency points may not usually identify suitable areas. In order
to avoid these situations, this study aims to identify meaningful chest regions and decision-making regions. In this section, the suitability of the proposed framework for the desired purposes is tested. First, the saliency map generation performances of residual attention blocks are compared. Figure 5 shows the saliency maps of architectures that do not contain attention blocks, with one attention block and with two attention blocks. It usually creates a scattered saliency map in experiments where no attention layer is used. It is challenging to understand what these attention points contain visually. Hashing networks generally cannot produce a high performance for this reason. In the architecture that uses a single attention layer, the saliency areas are pretty broad. Generally, important regions are within the saliency areas. However, so much unnecessary information can create complexity. On the other hand, some markings are emphasized too much by the single attention block. Architecture using two attention layers suggests fewer and appropriate saliency zones compared to other methods.

One of the other important factors that can affect attention performance is the activation function. Various activation functions in the literature are used for various tasks. However, the sigmoid function is generally preferred for attention tasks [27]. Therefore, this study examines the effects of sigmoid, hyperbolic tanh, and eLU activation functions on attention. For this purpose, saliency maps are being investigated, as in Figure 6.

Figure 5. Attention block effect on the saliency maps.
Figure 6 shows some of the attention maps generated by the sigmoid, hyperbolic tanh, and eLU activation functions. It seems that the saliency maps produced by the Sigmoid activation function are more suitable for the main idea of the proposed approach. On the other hand, regions determined by saliency maps produced by tanh and eLU activation functions are also suitable. However, the number of regions to be considered is relatively high, and irrelevant regions are marked. These regions can create a false redirect for analysis to be performed by the hashing network. In spite of that, for a different strategy than the one followed in our framework, the saliency maps suggested by tanh or eLU activation functions may be appropriate. The standard sigmoid activation function, which is generally used in the literature, is preferred for this study.

Parametric analysis of the proposed method is shown in Table 1. The performance of retrieved images in response to a query image is presented in Table 1. For this purpose, each image from the test data is selected in order. Results of retrieved 10, 20, 30, 50, and 100 images are calculated for each image. Equation 9 is used for the realization of the calculations mentioned in the formula. It should not be forgotten that many images have more than one label in the ChestX-ray dataset.

Table 1 shows that the proposed framework is an effective solution. It increases precision performance by almost 5% compared to traditional architectures. The effect of the proposed attention part is examined piece by piece. The architecture with two attention blocks has almost 7% higher precision performance than the architecture without the attention block. Finally, the proposed architecture offers an almost 13% increase in performance compared to traditional architects.
Table 1. Precision performance evaluation of the proposed method and variants.

<table>
<thead>
<tr>
<th>Method</th>
<th>Retrieved images (P@)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 (%)</td>
</tr>
<tr>
<td>ResNet18</td>
<td>56.27</td>
</tr>
<tr>
<td>Proposed Framework without Attention Block (PF0)</td>
<td>62.86</td>
</tr>
<tr>
<td>Proposed Framework with One Attention Block (PF1)</td>
<td>68.29</td>
</tr>
<tr>
<td>Proposed Framework with Two Attention Block (PF2)</td>
<td>70.33</td>
</tr>
</tbody>
</table>

3.4. Comparison with state-of-the-art

This section includes comparisons of the proposed framework with other current X-ray retrieval state-of-the-art methods in the literature. Firstly, P@10 performances, which are frequently used in the literature, are examined. Table 2 presents the results of the comparison of the P@10 performance of the proposed framework on the ChestX-ray data. For a fair comparison, studies that contain only deep learning and produce results only in the ChestX-ray dataset are preferred in Table 2. According to this, the variation with only one attention layer produces higher precision performance than other methods in the literature. The proposed framework, implemented with two attention layers, reveals a performance approximately 7% higher than the highest precision performance in the literature.

Table 2. Comparison of precision performance of the proposed framework with other ChestX-ray retrieval systems (methods from [21]).

<table>
<thead>
<tr>
<th>Method</th>
<th>NIH_{LR}</th>
<th>NIH_{HR}</th>
<th>NIH - U_{LR}</th>
<th>NIH - U_{HR}</th>
<th>ResNet18</th>
<th>PF0</th>
<th>PF1</th>
<th>PF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>P@10 (%)</td>
<td>48</td>
<td>52</td>
<td>58</td>
<td>63</td>
<td>56.27</td>
<td>62.86</td>
<td>68.29</td>
<td>70.33</td>
</tr>
</tbody>
</table>

Table 3 provides a broader comparison, including seven methods in the literature. In this section, nDCG results are evaluated as the comparison performance on a subset of the used dataset. As shown in Table 3, the proposed framework is superior to other methods with a value of 0.36 nDCG.

Table 3. Comparison of retrieval performance of the proposed framework (methods reported in [28]).

<table>
<thead>
<tr>
<th>Method</th>
<th>nDCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>[29]</td>
<td>0.15</td>
</tr>
<tr>
<td>[30]</td>
<td>0.16</td>
</tr>
<tr>
<td>[31]</td>
<td>0.19</td>
</tr>
<tr>
<td>[32]</td>
<td>0.17</td>
</tr>
<tr>
<td>[28]</td>
<td>0.24</td>
</tr>
<tr>
<td>[33]</td>
<td>0.15</td>
</tr>
<tr>
<td>[21]</td>
<td>0.31</td>
</tr>
<tr>
<td>Proposed framework</td>
<td>0.36</td>
</tr>
</tbody>
</table>
4. Conclusion
This study provides a deep learning framework that can effectively generate hash code for X-ray images. The proposed framework is an end-to-end architecture consisting of two separate parts: the attention network and the hashing network. The attention network section, which is designed similar to FCN architectures, includes two attention layers. This is the first study in the literature to use residual attention connections for X-ray image retrieval and hashing tasks. Since the information in the early layers combines the saliency points with the high-level features, the attention network section works quite efficiently. This is one of the most important factors behind the success of the proposed framework. On the other hand, performing a specific normalization to X-ray images to suggest more than one saliency region with moderate probabilities may be another factor.
In the second part of the framework, hash codes are obtained with RexNet18 architecture. In order to relieve the imbalance problem that many medical image datasets have, pairwise training is carried out using a special selection criterion. Furthermore, the effects of many layers on the saliency regions are investigated by performing extensive experiments. Finally, the results produced by the proposed framework are compared with the current state-of-the-art methods in the literature. The results obtained reveal that the proposed framework produces superior results in ChestX-ray dataset experiments compared to other methods. In future studies, X-ray hashing techniques that do not require label information will be studied. In addition, intensive studies are planned to increase the precision performance obtained.
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