Existence and uniqueness of solutions for nonlinear Caputo fractional difference equations
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Abstract: We study two cases of nabla fractional Caputo difference equations. Our main tool used is a Banach fixed point theorem, which allows us to give some existence and uniqueness theorems of solutions for discrete fractional Caputo equations. In addition, we develop the existence results for delta fractional Caputo difference equations, which correct ones obtained in Chen and Zhou. We present two examples to illustrate our main results.
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1. Introduction
Discrete fractional calculus, allowing difference operators to have noninteger orders, can be regarded as a general concept of difference calculus. Since the early article [2] considering two-point boundary value problem (BVP) for finite fractional difference equations, a gradually increasing amount of researchers has started studying BVPs for discrete fractional equations. Goodrich [6], for example, investigated a similar case with right-focal boundary conditions. Then, after one year, Holm [7] explored \((N - 1, 1)\) fractional BVPs in his Ph.D. Dissertation. Xie et al. [10] studied multiple solutions for a fractional difference BVP by a variational approach. Sithiwirattham et al. [9] and Reunsumrit et al. [8] considered BVP for fractional difference equations with three-point and four-point fractional sum boundary conditions, respectively. Recently, Chen and Zhou [3] have obtained the existence and Ulam stability of solutions for

\[
\begin{align*}
\Delta^\nu_{(\nu-2)} x(t) &= f(t + \nu - 1, x(t + \nu - 1)), & t \in \mathbb{N}_0^b, \\
x(\nu - 1) + x(b + \nu) &= 0, \Delta x(\nu - 1) + \Delta x(b + \nu - 1) = 0
\end{align*}
\]

and

\[
\begin{align*}
\Delta^\nu_{(\nu-2)} x(t) &= f(t + \nu - 1, x(t + \nu - 1)), & t \in \mathbb{N}_0^b, \\
x(\nu - 1) &= g(\nu - 1), x(b + \nu) = g(b + \nu),
\end{align*}
\]

respectively, where \(1 < \nu < 2\), \(x(t) \in \mathbb{R}\), \(b \in \mathbb{N}_1\) and \(f : \mathbb{N}_0^{b+\nu-1} \to \mathbb{R}\). However, there are some inconsistencies in the proof of [3, Lemma 6, Theorem 15], which lead to the invalidity of their uniqueness theorems of solutions and the Ulam stability results. As a complement, we correct the relevant results (see Section 5 for details).
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In Section 2, we first start with some basics and fundamental properties of discrete fractional calculus. Two cases of BVPs are considered in Section 3 and Section 4, respectively. We point out the inconsistencies in the calculations arising in [3] and provide the corrections in Section 5. Finally, in Section 6, two numerical examples are presented.

2. Preliminaries

We now give some definitions and preliminary results for Caputo operators. Denote $N_{a+1} := \{a + 1, a + 2, \ldots, b\}$ for any $a \in \mathbb{R}$.

**Definition 2.1** (See [5, Definition 3.56]) For $\nu \notin \mathbb{N}$, put

$$H_\nu(t, a) := \frac{(t-a)^\nu}{\Gamma(\nu+1)}, \quad t \in \mathbb{N}_a,$$

(2.1)

where

$$\nu^\nu = \frac{\Gamma(t+\nu)}{\Gamma(t)}.$$

**Definition 2.2** (See [5, Definition 3.58]) Let $f : \mathbb{N}_{a+1} \rightarrow \mathbb{R}$. For $\nu > 0$, put

$$\nabla_a^{-\nu} f(t) := \int_a^t H_\nu(t, \rho(s)) f(s) \nabla s, \quad t \in \mathbb{N}_{a+1},$$

(2.2)

where $\rho(t) := t-1$ and $\nabla_a^{-\nu} f(a) := 0$.

**Definition 2.3** (See [5, Definition 3.117]) Let $f : \mathbb{N}_{a-N+1} \rightarrow \mathbb{R}$. For $\nu > 0$ and $N := [\nu]$, put

$$\nabla_a^{\nu} f(t) := \nabla_a^{-(N-\nu)} \nabla^N f(t), \quad t \in \mathbb{N}_{a-N+1},$$

(2.3)

and by convention $\nabla_a^{\nu} f(a) = 0$.

**Lemma 2.4** (See [5, Theorem 3.119]) Let $f : \mathbb{N}_{a-N+1} \rightarrow \mathbb{R}$. If $\nu > 0$ and $N := [\nu]$, then

$$f(t) = \sum_{k=0}^{N-1} H_k(t, a) \nabla^k f(a) + \nabla_a^{-\nu} \nabla_a^N f(t), \quad t \in \mathbb{N}_{a-N+1}.$$

(2.4)

3. Nabla case, $0 < \nu \leq 1$

Having established the preliminary results for Caputo operators, we now consider existence and uniqueness of solutions for nonlinear Caputo fractional difference equations of the form

$$\left\{ \begin{array}{l}
\nabla_a^\nu x(t) = f(t, x(t-1)), \quad t \in \mathbb{N}_{a+1}^b, \\
mx(a) + nx(b) = 0,
\end{array} \right.$$  

(3.1)

where $0 < \nu \leq 1$, $x(t) \in \mathbb{R}$, $f : \mathbb{N}_{a+1}^b \times \mathbb{R} \rightarrow \mathbb{R}$, and $m, n \in \mathbb{R}$ with $m + n \neq 0$.
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To begin with, we consider the linear version of (3.1) of the form
\[
\begin{align*}
\nabla^\nu_a x(t) &= f(t), \quad t \in \mathbb{N}^{b}_{a+1}, \\
mx(a) + nx(b) &= 0,
\end{align*}
\]
where \(0 < \nu \leq 1\), \(x(t) \in \mathbb{R}\), \(f : \mathbb{N}^{b}_{a+1} \to \mathbb{R}\), and \(m, n \in \mathbb{R}\) with \(m + n \neq 0\).

**Theorem 3.1** \(x\) is a solution of
\[
x(t) = -\frac{n}{m + n} \nabla^{-\nu}_a f(b) + \nabla^{-\nu}_a f(t), \quad t \in \mathbb{N}^{b}_{a}
\]
iff \(x\) is a solution of (3.2).

**Proof** If \(x\) satisfies (3.3), then
\[
mx(a) + nx(b) = -\frac{mn}{m + n} \nabla^{-\nu}_a f(b) + n \left( -\frac{n}{m + n} \nabla^{-\nu}_a f(b) + \nabla^{-\nu}_a f(t) \right)
\]
\[
= -\frac{mn}{m + n} \nabla^{-\nu}_a f(b) - \frac{n^2}{m + n} \nabla^{-\nu}_a f(b) + n \nabla^{-\nu}_a f(b) = \left( -\frac{mn}{m + n} - \frac{n^2}{m + n} \right) \nabla^{-\nu}_a f(b) = 0.
\]
Moreover, for \(t \in \mathbb{N}^{b}_{a+1}\),
\[
\nabla^{-\nu}_a x(t) = \nabla^{-\nu}_a \left( -\frac{n}{m + n} \nabla^{-\nu}_a f(b) + \nabla^{-\nu}_a f(t) \right)
\]
\[
\stackrel{(3.4)}{=} \nabla^{-\nu}_a \nabla^{-\nu}_a f(t) = \nabla^{-1-\nu}_a \nabla^{-\nu}_a f(t) = \nabla^{-1-\nu}_a \nabla^{-1-\nu}_a f(t) = f(t),
\]
where we used the nice property of the discrete Caputo operator that for constant \(C\),
\[
\nabla^{-\nu}_a C = \nabla^{-1-\nu}_a \nabla^{-\nu}_a C = \nabla^{-2-\nu}_a C = 0
\]
and the composition rule in [4, Lemma 4.9]
\[
\nabla^{-\nu}_a \nabla^{-\nu}_a f(t) = f(t), \quad \nu > 0, \quad t \in \mathbb{N}_a.
\]
Hence, \(x\) solves (3.2).

On the other hand, assume \(x\) satisfies (3.2). From Lemma 2.4, setting \(N = 1\), we immediately obtain that
\[
x(t) = H_0(t, a)x(a) + \nabla^{-\nu}_a \nabla^{-\nu}_a x(t) = x(a) + \nabla^{-\nu}_a f(t), \quad t \in \mathbb{N}^{b}_{a}.
\]
We plug (3.6) into the boundary condition of (3.2) and derive
\[
mx(a) + nx(b) = mx(a) + n \left( x(a) + \nabla^{-\nu}_a f(b) \right) = (m + n)x(a) + n \nabla^{-\nu}_a f(b) = 0,
\]
which implies that
\[
x(a) = -\frac{n}{m + n} \nabla^{-\nu}_a f(b).
\]
Substituting (3.7) into (3.6), we have (3.3).

Due to Theorem 3.1, we obtain the next result.
Theorem 3.2  \( x \) is a solution of
\[
x(t) = -\frac{n}{m+n} \nabla_a^{-\nu} f(b, x(b-1)) + \nabla_a^{-\nu} f(t, x(t-1)), \quad t \in \mathbb{N}_a^b
\]

iff \( x \) is a solution of (3.1).

We make the following assumption.

Theorem 3.3 Assume \((H_1)\). Then (3.1) has a unique solution on \( \mathbb{N}_a^b \) provided
\[
\lambda := \left( \frac{n}{m+n} \right) + 1 \ L H_\nu(b, a) < 1. \tag{3.9}
\]

Proof Let \((X, || \cdot ||)\) be the Banach space of all real-valued functions defined on \( \mathbb{N}_a^b \) with norm \( ||x|| = \sup_{t \in \mathbb{N}_a^b} |x(t)| \). We define the operator \( T : X \to X \) by
\[
(Tx)(t) := -\frac{n}{m+n} \nabla_a^{-\nu} f(b, x(b-1)) + \nabla_a^{-\nu} f(t, x(t-1)). \tag{3.10}
\]

For the existence of solutions of (3.1), one needs to prove that \( T \) has a fixed point. Notice that for all \( x, y \in X \) and \( t \in \mathbb{N}_a^b \), we have
\[
||(Tx)(t) - (Ty)(t)||
\]
\[
= \left| -\frac{n}{m+n} \nabla_a^{-\nu} f(b, x(b-1)) + \nabla_a^{-\nu} f(t, x(t-1)) - \left( -\frac{n}{m+n} \nabla_a^{-\nu} f(b, y(b-1)) + \nabla_a^{-\nu} f(t, y(t-1)) \right) \right|
\]
\[
= \left| \frac{n}{m+n} \left( \nabla_a^{-\nu} f(b, y(b-1)) - \nabla_a^{-\nu} f(b, x(b-1)) \right) + \nabla_a^{-\nu} f(t, x(t-1)) - \nabla_a^{-\nu} f(t, y(t-1)) \right|
\]
\[
= \left| \frac{n}{m+n} \left( \nabla_a^{-\nu} (f(b, y(b-1)) - f(b, x(b-1))) + \nabla_a^{-\nu} (f(t, x(t-1)) - f(t, y(t-1))) \right) \right|
\]
\[
\stackrel{(3.2)}{\leq} \left| \frac{n}{m+n} \left( \nabla_a^{-\nu} |f(b, y(b-1)) - f(b, x(b-1))| + \nabla_a^{-\nu} |f(t, x(t-1)) - f(t, y(t-1))| \right) \right|
\]
\[
\stackrel{(H_1)}{\leq} \left| \frac{n}{m+n} \left( L \nabla_a^{-\nu} |y(b-1) - x(b-1)| + L \nabla_a^{-\nu} |x(t-1) - y(t-1)| \right) \right|
\]
\[
\leq \left( \frac{n}{m+n} \right) L \nabla_a^{-\nu} ||x - y|| + \nabla_a^{-\nu} ||x - y||
\]
\[
= \left( \frac{n}{m+n} \right) + 1 \ L ||x - y|| \nabla_a^{-\nu} 1
\]
\[
= \left( \frac{n}{m+n} \right) + 1 \ L H_\nu(t, a) ||x - y||
\]
\[
\leq \left( \frac{n}{m+n} \right) + 1 \ L H_\nu(b, a) ||x - y||
\]
$$\| (Tx)(t) - (Ty)(t) \| \leq \lambda \| x - y \|, \quad t \in \mathbb{N}^b_{a+1},$$

where we use the fact that $H_{\nu} (\cdot, a)$ is a nondecreasing function. That is,

$$\| T x - T y \| \leq \lambda \| x - y \|, \quad \lambda \in (0, 1).$$

Then

$$\| T x - T y \| \leq \lambda \| x - y \|, \quad \lambda \in (0, 1).$$

Therefore, $T$ is a contraction mapping and from the Banach fixed point theorem, see [11, Theorem 1.A], we know that there exists a unique $\bar{x}$ such that $T \bar{x} = \bar{x}$, which implies by Theorem 3.2 that $\bar{x}$ is a solution of (3.1).

We next show that $\bar{x}$ is the unique solution of (3.1). Let $y$ be any solution of (3.1). From Theorem 3.2 and using the fact that $T$ has a unique fixed point $\bar{x}$, we have

$$y(t) = -\frac{n}{m + n} \nabla^{-\nu} f(b, y(b - 1)) + \nabla^{-\nu} f(t, y(t - 1))$$

$$= (Ty)(t) = \bar{x}(t).$$

Thus, (3.1) has a unique solution on $\mathbb{N}^b_{a+1}$.

4. Nabla case, $1 < \nu \leq 2$

We now investigate existence and uniqueness of solutions for nonlinear Caputo fractional difference equations of the form

$$\begin{cases} 
\nabla_{\alpha}^{\nu} x(t) = f(t, x(t - 1)), & t \in \mathbb{N}^b_{a+1}, \\
x(a - 1) = g(x), x(b) = x_b,
\end{cases}$$

(4.1)

where $1 < \nu \leq 2$, $x_b$, $x(t) \in \mathbb{R}$, $f : \mathbb{N}^b_{a+1} \times \mathbb{R} \to \mathbb{R}$, and $g : X \to \mathbb{R}$, where $X$ is the space of all real-valued functions defined on $\mathbb{N}^b_{a+1}$.

First, let us consider the linear version of (4.1) of the form

$$\begin{cases} 
\nabla_{\alpha}^{\nu} x(t) = f(t), & t \in \mathbb{N}^b_{a+1}, \\
x(a - 1) = g(x), x(b) = x_b,
\end{cases}$$

(4.2)

where $1 < \nu \leq 2$, $x_b$, $x(t) \in \mathbb{R}$, $f : \mathbb{N}^b_{a+1} \to \mathbb{R}$, and $g : X \to \mathbb{R}$, where $X$ is the space of all real-valued functions defined on $\mathbb{N}^b_{a+1}$.

**Theorem 4.1** $x$ is a solution of

$$x(t) = \frac{(t - a + 1)(x_b - \nabla_{\alpha}^{-\nu} f(b)) + (b - t)g(x)}{b - a + 1} + \nabla_{\alpha}^{-\nu} f(t), \quad t \in \mathbb{N}^b_{a+1}$$

(4.3)

iff $x$ is a solution of (4.2).

**Proof** Assume $x$ solves (4.3). It is not difficult to see that (4.3) satisfies the boundary conditions of (4.2). In addition, for $t \in \mathbb{N}^b_{a+1}$,

$$\nabla_{\alpha}^{\nu} x(t) = \nabla_{\alpha}^{\nu} \left( \frac{(t - a + 1)(x_b - \nabla_{\alpha}^{-\nu} f(b)) + (b - t)g(x)}{b - a + 1} + \nabla_{\alpha}^{-\nu} f(t) \right)$$
Theorem 4.3

Substituting (4.3)

Then

Combining (4.4) and the boundary conditions of (4.2), we derive

which implies that

Hence, \( x \) solves (4.2).

For the opposite direction, let \( x \) be a solution of (4.2). From Lemma 2.4, setting \( N = 2 \), we have

Combining (4.4) and the boundary conditions of (4.2), we derive

which implies that

Then

Substituting (4.5) and (4.6) into (4.4), collecting like terms, we have (4.3).

\[ x(t) = H(t, a)x(a) + H_1(t, a)\nabla x(a) + \nabla^{-\nu}_a x(t) \]

\[ = x(a) + \frac{(t-a)^T}{\Gamma(2)} \nabla x(a) + \nabla^{-\nu}_a f(t) \]

\[ = x(a) + (t-a)\nabla x(a) + \nabla^{-\nu}_a f(t), \quad t \in \mathbb{N}_{a-1}^b. \]

\[ x_b = x(a) + (b-a)\nabla x(a) + \nabla^{-\nu}_a f(b) \]

\[ = (b-a+1)x(a) - (b-a)x(a-1) + \nabla^{-\nu}_a f(b) \]

\[ = (b-a+1)x(a) - (b-a)g(x) + \nabla^{-\nu}_a f(b), \]

\[ \nabla x(a) = x(a) - x(a-1) = \frac{x_b + (b-a)g(x) - \nabla^{-\nu}_a f(b)}{b-a+1} - g(x) = \frac{x_b - g(x) - \nabla^{-\nu}_a f(b)}{b-a+1}. \]

\[ \nabla x(a) = \frac{x_b - g(x) - \nabla^{-\nu}_a f(b)}{b-a+1}. \]

\[ x(t) = \frac{(t-a+1)(x_b - \nabla^{-\nu}_a f(b, x(b-1))) + (b-t)g(x)}{b-a+1} + \nabla^{-\nu}_a f(t, x(t-1)), \quad t \in \mathbb{N}_{a-1}^b \]

iff \( x \) is a solution of (4.1).

We make an assumption about the function \( g \).

\( (H_2) \) There exists \( M > 0 \) such that

\[ |g(x) - g(y)| \leq M|x - y| \text{ for all } x, y \in X. \]

Theorem 4.3 Assume \( (H_1) \) and \( (H_2) \). Then (3.2) has a unique solution on \( \mathbb{N}_{a-1}^b \) provided

\[ \mu := 2LH_a(b, a) + M < 1. \]
Proof  This result can be proved in exactly the same way as that of Theorem 3.3. Therefore, it is not surprising for us to find that the proof here is analogous as well. Let \( X \) be the space of all real-valued functions defined on \( \mathbb{N}_{a-1}^b \) with norm \( ||x|| = \sup_{t \in \mathbb{N}_{a-1}^b} |x(t)| \). Hence, \( (X, || \cdot ||) \) is a Banach space. We next define the operator \( T : X \rightarrow X \) by

\[
(Tx)(t) = \frac{(t - a + 1)(x_b - \nabla_a^{-\nu} f(b, x(b - 1))) + (b - t)g(x)}{b - a + 1} + \nabla_a^{-\nu} f(t, x(t - 1)), \quad t \in \mathbb{N}_{a-1}^b.
\]

We claim that \( T \) is a contraction mapping. Indeed,

\[
|(Tx)(t) - (Ty)(t)| = \left| \frac{(t - a + 1)(x_b - \nabla_a^{-\nu} f(b, x(b - 1))) + (b - t)g(x)}{b - a + 1} + \nabla_a^{-\nu} f(t, x(t - 1)) \\
- \frac{(t - a + 1)(x_b - \nabla_a^{-\nu} f(b, y(b - 1))) + (b - t)g(y)}{b - a + 1} - \nabla_a^{-\nu} f(t, y(t - 1)) \right|
\]

\[
\leq \frac{t - a + 1}{b - a + 1} \left| \nabla_a^{-\nu} (f(b, y(b - 1)) - f(b, x(b - 1))) \right| + \frac{b - t}{b - a + 1} |g(x) - g(y)| \\
+ \left| \nabla_a^{-\nu} (f(t, x(t - 1)) - f(t, y(t - 1))) \right|
\]

\[
\leq \frac{t - a + 1}{b - a + 1} L \nabla_a^{-\nu} \left| y(b - 1) - x(b - 1) \right| + \frac{b - t}{b - a + 1} M |x - y| + L \nabla_a^{-\nu} |x(t - 1) - y(t - 1)|
\]

which implies

\[
||Tx - Ty|| \leq \mu ||x - y||, \quad \text{with } \mu \in (0, 1).
\]

From the Banach fixed point theorem, see [11, Theorem 1.A], we know that there exists a unique \( \pi \) such that \( T\pi = \pi \), which implies by Theorem 4.2 that \( \pi \) is a solution of (4.1).
We next show that \( \pi \) is the unique solution of (4.1). Let \( y \) be any solution of (4.1). From Theorem 4.2 and using the fact that \( T \) has a unique fixed point \( \pi \), we have

\[
y(t) = \frac{(t - a + 1)(x_b - \nabla^- \nu f(b, y(b - 1))) + (b - t)g(y)}{b - a + 1} + \nabla^- \nu f(t, y(t - 1))
\]

\[= (Ty)(t) = \pi(t).
\]

Thus, (4.1) has a unique solution on \( \mathbb{N}^b_{a-1} \).

\[\square\]

5. Delta case, \( 1 < \nu < 2 \)

Chen and Zhou [3, Lemma 6] investigated existence of solutions for discrete fractional boundary value problems of the form

\[\begin{align*}
\Delta_{[\nu-2]}^{\nu} x(t) &= f(t + \nu - 1), \quad t \in \mathbb{N}^b_0, \\
x(\nu - 1) + x(b + \nu) &= 0, \quad \Delta x(\nu - 1) + \Delta x(b + \nu - 1) = 0,
\end{align*}\]

where \( 1 < \nu < 2 \), \( x(t) \in \mathbb{R} \), \( b \in \mathbb{N}_1 \) and \( f : \mathbb{N}^b_{\nu-1} \to \mathbb{R} \). They obtained the following result.

**Theorem 5.1 (See [3, Lemma 6])** \( x \) is a solution of (5.1) iff \( x \) is a solution of

\[
x(t) = \frac{1}{\Gamma(\nu)} \sum_{s=0}^{t-\nu} (t - s - 1)\nu f(s + \nu - 1) - \frac{1}{2\Gamma(\nu)} \sum_{s=0}^{b} (b + \nu - s - 1)\nu f(s + \nu - 1)
\]

\[+ \frac{b + 2\nu - 1 - t}{2\Gamma(\nu - 1)} \sum_{s=0}^{b-1} (b + \nu - s - 2)\nu f(s + \nu - 1), \quad t \in \mathbb{N}^b_{\nu-1}.
\]

However, we have to point out that this result is incorrect. We only need to verify that (5.2) does not satisfy the first boundary condition of (5.1). Let \( x(t) \) have the representation (5.2). Then

\[
x(\nu - 1) = -\frac{1}{2\Gamma(\nu)} \sum_{s=0}^{b} (b + \nu - s - 1)\nu f(s + \nu - 1) + \frac{b + \nu}{2\Gamma(\nu - 1)} \sum_{s=0}^{b-1} (b + \nu - s - 2)\nu f(s + \nu - 1)
\]

and

\[
x(b + \nu) = \frac{1}{\Gamma(\nu)} \sum_{s=0}^{b} (b + \nu - s - 1)\nu f(s + \nu - 1) - \frac{1}{2\Gamma(\nu)} \sum_{s=0}^{b} (b + \nu - s - 1)\nu f(s + \nu - 1)
\]

\[+ \frac{\nu - 1}{2\Gamma(\nu - 1)} \sum_{s=0}^{b-1} (b + \nu - s - 2)\nu f(s + \nu - 1).
\]

Hence,

\[
x(\nu - 1) + x(b + \nu) = \frac{b + 2\nu - 1}{2\Gamma(\nu - 1)} \sum_{s=0}^{b-1} (b + \nu - s - 2)\nu f(s + \nu - 1).
\]

Since \( b \in \mathbb{N}_1 \), we derive that \( x(\nu - 1) + x(b + \nu) \neq 0 \), which contradicts the boundary condition of (5.1). Hence, in this way, we see that Theorem 5.1 is incorrect.
In addition, they also considered the Ulam stability (see [3, Section 4] for details) for

\[
\begin{cases}
\Delta_{(\nu-2)}^\nu x(t) = f(t + \nu - 1, x(t + \nu - 1)), & t \in \mathbb{N}_0^b, \\
x(\nu - 1) = y(\nu - 1), x(b + \nu) = y(b + \nu),
\end{cases}
\]  

(5.3)

where \(1 < \nu < 2\), \(x(t) \in \mathbb{R}\), \(b \in \mathbb{N}_1\), and \(f : \mathbb{N}_{\nu-1}^{b+\nu-1} \times \mathbb{R} \to \mathbb{R}\). At the beginning of the proof of [3, Theorem 15], they gave the solution for (5.3) as

\[x(t) = y(\nu - 1) + \frac{t}{b + \nu} (y(b + \nu) - y(\nu - 1))
- \frac{t}{(b + \nu)\Gamma(\nu)} \sum_{s=0}^{b} (b + \nu - s - 1)\frac{t^{\nu-1}}{\nu-1}f(s + \nu - 1, x(s + \nu - 1))
+ \frac{1}{\Gamma(\nu)} \sum_{s=0}^{t-\nu} (t - s - 1)\frac{t^{\nu-1}}{\nu-1}f(s + \nu - 1, x(s + \nu - 1)),
\]  

(5.4)

Unfortunately, it seems that (5.4) is not a solution for (5.3) either. From (5.4), we have

\[x(\nu - 1) = y(\nu - 1) + \frac{\nu - 1}{b + \nu} (y(b + \nu) - y(\nu - 1))
- \frac{\nu - 1}{(b + \nu)\Gamma(\nu)} \sum_{s=0}^{b} (b + \nu - s - 1)\frac{t^{\nu-1}}{\nu-1}f(s + \nu - 1, x(s + \nu - 1)).
\]  

(5.5)

If (5.5) satisfies the first boundary condition of (5.3), then

\[0 = \frac{\nu - 1}{b + \nu} (y(b + \nu) - y(\nu - 1)) - \frac{\nu - 1}{(b + \nu)\Gamma(\nu)} \sum_{s=0}^{b} (b + \nu - s - 1)\frac{t^{\nu-1}}{\nu-1}f(s + \nu - 1, x(s + \nu - 1)).
\]

That is,

\[y(b + \nu) - y(\nu - 1) = \frac{1}{\Gamma(\nu)} \sum_{s=0}^{b} (b + \nu - s - 1)\frac{t^{\nu-1}}{\nu-1}f(s + \nu - 1, x(s + \nu - 1))
= \Delta_{\nu}^{\nu} f(t + \nu - 1, x(t + \nu - 1))|_{t=b+\nu}.
\]  

(5.6)

However, so far, the validity for (5.6) is still a question since we do not know the exact representation of \(f(t + \nu - 1, x(t + \nu - 1))\). In fact, the validity of (5.6) is negative. One can see Remark 5.5 for details.

Notice that the results in the rest of [3] are strongly based on the solutions of (5.1) and (5.3). The problems need to be addressed. For completeness, the correct solutions of (5.1) and (5.3) are provided as follows.

**Lemma 5.2 (See [1, Proposition 15])** Let \(f : \mathbb{N}_a \to \mathbb{R}\). For \(\nu > 0\) and \(N := \lceil \nu \rceil\), we have

\[\Delta_{a+N-\nu}^{-\nu} \Delta_{a}^{\nu} f(t) = f(t) - \sum_{k=0}^{N-1} \frac{(t-a)^k}{k!} \Delta^{k} f(a) = f(t) + c_0 t + \cdots + c_{N-1} t^{N-1},
\]

where \(c_i\) are constants, \(i \in \mathbb{N}_0^{N-1}\).
Theorem 5.3  \( x \) is a solution of (5.1) \( \iff \) \( x \) is a solution of

\[
x(t) = \frac{1}{\Gamma(\nu)} \sum_{s=0}^{t-\nu} (t-s-1)^{\nu-1} f(s+\nu-1) - c_0 - c_1 t, \quad t \in \mathbb{N}_{\nu-1}^{b+\nu},
\]

where

\[
c_1 = \frac{1}{2} \left( f(\nu-1) + \frac{1}{\Gamma(\nu-1)} \sum_{s=0}^{b} (b+\nu-s-2)^{\nu-2} f(s+\nu-1) \right)
\]

and

\[
c_0 = \frac{1}{2} \left( \frac{1}{\Gamma(\nu)} \sum_{s=0}^{b} (b+\nu-s-1)^{\nu-1} f(s+\nu-1) - c_1 (b+2\nu-1) \right).
\]

Proof  Applying \( \Delta_{0}^{-\nu} \) to each side of (5.1), from Lemma 5.2, we have

\[
x(t) = \Delta_{0}^{-\nu} f(t+\nu-1) - c_0 - c_1 t. \quad (5.7)
\]

Then

\[
\Delta x(t) = \Delta \Delta_{0}^{-\nu} f(t+\nu-1) - c_1 = \Delta_{0}^{1-\nu} f(t+\nu-1) - c_1. \quad (5.8)
\]

Combining (5.8) and the second boundary condition of (5.1), we have

\[
\Delta x(\nu-1) + \Delta x(b+\nu-1) = \Delta_{0}^{1-\nu} f(t+\nu-1) \bigg|_{t=\nu-1} - c_1 + \Delta_{0}^{1-\nu} f(t+\nu-1) \bigg|_{t=b+\nu-1} - c_1
\]

\[
= f(\nu-1) + \frac{1}{\Gamma(\nu-1)} \sum_{s=0}^{b} (b+\nu-s-2)^{\nu-2} f(s+\nu-1) - 2c_1 = 0.
\]

That is,

\[
c_1 = \frac{1}{2} \left( f(\nu-1) + \frac{1}{\Gamma(\nu-1)} \sum_{s=0}^{b} (b+\nu-s-2)^{\nu-2} f(s+\nu-1) \right).
\]

Besides, from (5.7) and the first boundary condition of (5.1), we have

\[
x(\nu-1) + x(b+\nu) = \Delta_{0}^{-\nu} f(t+\nu-1) \bigg|_{t=\nu-1} - c_0 - c_1 (\nu-1) + \Delta_{0}^{-\nu} f(t+\nu-1) \bigg|_{t=b+\nu} - c_0 - c_1 (b+\nu)
\]

\[
= \frac{1}{\Gamma(\nu)} \sum_{s=0}^{b} (b+\nu-s-1)^{\nu-1} f(s+\nu-1) - 2c_0 - c_1 (b+2\nu-1) = 0.
\]

That is,

\[
c_0 = \frac{1}{2} \left( \frac{1}{\Gamma(\nu)} \sum_{s=0}^{b} (b+\nu-s-1)^{\nu-1} f(s+\nu-1) - c_1 (b+2\nu-1) \right).
\]

Thus, we obtain our required result.  \( \square \)
Theorem 5.4  $x$ is a solution for (5.3) iff $x$ is a solution of

$$x(t) = \frac{1}{\Gamma(\nu)} \sum_{s=0}^{t-\nu}(t-s-1)^{\nu-1}f(s+\nu-1, x(s+\nu-1)) - c_0 - c_1 t, \quad t \in \mathbb{N}_{\nu-1}^{b+\nu},$$

where

$$c_1 = \frac{1}{1+b} \left( \frac{1}{\Gamma(\nu)} \sum_{s=0}^{b}(b+\nu-s-1)^{\nu-1}f(s+\nu-1, x(s+\nu-1)) + y(\nu-1) - y(b+\nu) \right)$$

and

$$c_0 = -c_1(\nu-1) - y(\nu-1).$$

Proof  Similar to the proof of Theorem 5.3, we have

$$x(t) = \Delta^{-\nu}_0 f(t+\nu-1, x(t+\nu-1)) - c_0 - c_1 t.$$  \hfill (5.9)

Then from the boundary conditions of (5.3), we know

$$x(\nu-1) = \Delta^{-\nu}_0 f(t+\nu-1, x(t+\nu-1)) \big|_{t=\nu-1} - c_0 - c_1(\nu-1) = -c_0 - c_1(\nu-1) = y(\nu-1).$$

(5.10)

Combining (5.9) and (5.10), we have that

$$c_1 = \frac{1}{1+b} \left( \frac{1}{\Gamma(\nu)} \sum_{s=0}^{b}(b+\nu-s-1)^{\nu-1}f(s+\nu-1, x(s+\nu-1)) + y(\nu-1) - y(b+\nu) \right)$$

and

$$c_0 = -c_1(\nu-1) - y(\nu-1).$$

Thus, we obtain our required result. \hfill \Box

Remark 5.5  Using the boundary conditions of (5.3) and Theorem 5.4, we can prove that the validity of (5.6) is negative. We have

$$y(b+\nu) - y(\nu-1) = x(b+\nu) - x(\nu-1)$$

$$= \frac{1}{\Gamma(\nu)} \sum_{s=0}^{b}(b+\nu-s-1)^{\nu-1}f(s+\nu-1, x(s+\nu-1)) - c_0 - c_1(b+\nu) - (-c_0 - c_1(\nu-1))$$
This implies that (5.4) is not a solution of (5.3).

6. Examples

We now give some examples in order to illustrate our results.

Example 6.1 Let us consider the discrete Caputo BVP

\[
\begin{align*}
\nabla_0^{0.5} x(t) &= 0.25 \sin x(t-1), \quad t \in \mathbb{N}_5, \\
x(0) + x(5) &= 0.
\end{align*}
\]

(6.1)

Using the parameters \(\nu = 0.5, a = 0, b = 5, m = n = 1,\) from Theorem 3.2, we obtain that a solution of (6.1) satisfies

\[
\begin{align*}
x(t) &= -\frac{1}{2} \nabla_0^{-0.5} 0.25 \sin x(4) + \nabla_0^{-0.5} 0.25 \sin x(t-1) \\
&= -0.125 \nabla_0^{-0.5} \sin x(4) + 0.25 \nabla_0^{-0.5} \sin x(t-1), \quad t \in \mathbb{N}_5^5.
\end{align*}
\]

We next show that (6.1) has a unique solution. To begin with, we need to make sure \(f\) satisfies \((H_1)\). Indeed,

\[
|f(t, x) - f(t, y)| = |0.25 \sin x - 0.25 \sin y| = 0.25 |\sin x - \sin y|
\]

\[
= 0.25 |x - y| \cos(\xi) \leq 0.25 |x - y|, \quad t \in \mathbb{N}_5^5,
\]

where we used the Lagrange mean value theorem. Hence, \(L = 0.25\) and \(f\) is Lipschitz continuous for \(t \in \mathbb{N}_5^5\).

Notice that

\[
\lambda = \left(\frac{1}{1+1}\right) \cdot 0.25 \cdot H_{0.5}(5, 0) \approx 0.9229 < 1.
\]

Applying Theorem 3.3, we come to the conclusion that (6.1) has a unique solution on \(\mathbb{N}_5^5\).

Example 6.2 Let us consider the discrete Caputo BVP

\[
\begin{align*}
\nabla_0^{0.25} x(t) &= 0.25 \sin x(t-1), \quad t \in \mathbb{N}_5^5, \\
x(-1) &= ||x||, \quad x(5) = 1,
\end{align*}
\]

(6.2)

where \(||x|| = \sup_{t \in \mathbb{N}_5^5} |x(t)|\). Using

\[
\nu = 0.25, a = 0, b = 5, g(x) = \frac{||x||}{6}, \quad x_b = 1, \quad L = 0.25, \quad M = \frac{1}{6},
\]
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from Theorem 4.2, we obtain that a solution of (6.2) satisfies
\[ x(t) = \frac{(t + 1)(1 - 0.25\nabla_0^{-0.25}\sin x(4)) + \frac{(5-\tau)||x||}{6}}{6} + 0.25\nabla_0^{-0.25}\sin x(t - 1), \quad t \in \mathbb{N}_5^{-1}. \]

Since
\[ \mu = 2 \cdot 0.25 \cdot H_{0.25}(5, 0) + \frac{1}{6} \approx 0.9760 < 1, \]

from Theorem 4.3, we obtain that (6.2) has a unique solution on \( \mathbb{N}_5^{-1} \).
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