Asymptotic behavior of solutions of second-order difference equations of Volterra type
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Abstract: In this paper we investigate the Volterra difference equation of the form

\[ \Delta(r_n \Delta x_n) = b_n + \sum_{k=1}^{K(n,k)} f(x_k). \]

We establish sufficient conditions for the existence of a solution \( x \) of the above equation with the property \( x_n = y_n + o(n^s) \), where \( y \) is a given solution of the equation \( \Delta(r_n \Delta y_n) = b_n \) and \( s \) is nonpositive real number. We also obtain sufficient conditions for the existence of asymptotically periodic solutions.
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1. Introduction

We consider the nonlinear Volterra sum-difference equations of nonconvolution type

\[ \Delta(r_n \Delta x_n) = b_n + \sum_{k=1}^{K(n,k)} f(x_k), \] (E)

where \( n \in \mathbb{N}, r_n, b_n, f : \mathbb{R} \to \mathbb{R}, K : \mathbb{N} \times \mathbb{N} \to \mathbb{R}, \mathbb{N} \) is a set of all positive integers, and \( \mathbb{R} \) is the set of all real numbers. By a solution of (E) we mean a sequence of real numbers \( (x_n) \) satisfying (E) eventually.

We will use the following notation

\[ \mathbb{R}^\mathbb{N} = \{ x : \mathbb{N} \to \mathbb{R} \}. \]

If \( q \in \mathbb{N}, Z \subset \mathbb{R}, y \in \mathbb{R}^\mathbb{N}, \) and \( \alpha \in (0, \infty) \), then

\[ \mathbb{N}_q = \{ q, q + 1, q + 2, \ldots \}, \quad B(Z, \alpha) = \bigcup_{z \in Z} [z - \alpha, z + \alpha], \quad B(y, q, \alpha) = B(y(\mathbb{N}_q), \alpha). \]

If \( x, y \) in \( \mathbb{R}^\mathbb{N} \), then

\[ xy : \mathbb{N} \to \mathbb{R}, \quad (xy)_n = x_n y_n, \quad \|x\| = \sup\{|x_n| : n \in \mathbb{N}\}. \]
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We also use the convention $\sum_{i=k}^{j} a_j = 0$ whenever $j < k$. If $r$ is a real sequence such that $r_n \neq 0$ for any $n$, then we define the sequence $r^* \in \mathbb{R}^N$ by

$$r_n^* = \sum_{i=1}^{n-1} \frac{1}{r_i}.$$  \hspace{1cm} (1)

Discrete Volterra equations appeared as a discretization of Volterra integral and integro-differential equations. They also often occur during the mathematical modelling of some real life situations because they describe processes whose current state is determined by the whole previous history. The first order discrete Volterra equation are usually represented in the form

$$x(n+1) - x(n) = \sum_{k=1}^{n} A(n,k) f(k,x(k)) + g(n).$$

Asymptotic behavior of solutions of equations of this type has been studied by many authors, i.e. in [1–13, 15, 22, 23]. To the best of our knowledge, there are a few papers dealing with the asymptotic behavior of solutions of higher order discrete Volterra equations, see [14, 17–19].

Note that the difference equation

$$\Delta(r_n \Delta x_n) = a_n f(x_n) + b_n$$

is a special case of (E). Indeed, if $K(n,k) = 0$ for all $k \neq n$, and if we take $a_n = K(n,n)$, then equation (E) takes the form (2). For the results on asymptotic properties of equations of type (2) we refer, for example, to [20, 25–28].

The purpose of this paper is to establish sufficient conditions for the existence of a solution $x$ of equation (E) with the property $x_n = y_n + o(n^s)$, where $y$ is a given solution of the equation $\Delta(r_n \Delta y_n) = b_n$ and $s \in (-\infty, 0]$. We also obtain sufficient conditions for the existence of asymptotically periodic solutions of equation (E). The presented results generalized some of the results obtained in [19, 20].

2. Main results

In this section, in Theorems 1 and 2, we derive sufficient conditions for the existence of a solution $x$ of equation (E) having the property

$$x_n = y_n + o(n^s),$$

where $y$ is a given solution of the equation $\Delta(r_n \Delta y_n) = b_n$ and $s \in (-\infty, 0]$. Moreover, in Theorem 3, we give sufficient conditions for the existence of a solution $x$ of equation (E) with the asymptotic property

$$x_n = c r^*_n + d + o(n^s),$$

where $c, d$ are real constants. We will use the following, easy to prove, remark.

Remark 1 A sequence $y$ is a solution of the equation $\Delta(r_n \Delta y_n) = b_n$ if and only if there exist real constants $c, d$ such that

$$y_n = \sum_{j=1}^{n-1} \frac{1}{r_j} \sum_{i=1}^{j-1} b_i + c \sum_{j=1}^{n-1} \frac{1}{r_j} + d$$

for any $n$. 
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Moreover, in the proofs of our results we will use three lemmas, which we present below.

Lemma 1 [19, Lemma 1] Assume that $u \in \mathbb{R}^N$, $n \in \mathbb{N}$, and
\[
\sum_{j=1}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} |u_i| < \infty.
\]

Then
\[
\sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} |u_i| \leq \sum_{j=n}^{\infty} \sum_{i=1}^{j} \frac{|u_i|}{|r_i|} < \infty.
\]

The proof of the following lemma we leave to the reader.

Lemma 2 If $\beta$ is a nonnegative sequence, then $\sum_{n=1}^{\infty} n \beta_n = \sum_{n=1}^{\infty} \sum_{k=n}^{\infty} \beta_k$.

Lemma 3 If $s \in (-\infty, 0]$ and $\sum_{j=1}^{\infty} \frac{1}{|r_j|} \sum_{k=j}^{\infty} \sum_{i=1}^{k} |K(k, i)| < \infty$, then
\[
\sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} \sum_{k=1}^{i} |K(i, k)| = o(n^s).
\]

Proof For $n \in \mathbb{N}$ let
\[
\eta_n = \sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{k=j}^{\infty} \sum_{i=1}^{k} |K(k, i)|, \quad \lambda_n = \sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} \sum_{k=1}^{i} |K(i, k)|.
\]

By assumption, $\eta_n = o(1)$. Moreover,
\[
\frac{\lambda_n}{n^s} = \frac{1}{n^s} \sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} \sum_{k=1}^{i} |K(i, k)| \leq \eta_n = o(1).
\]

Hence, $\lambda_n = o(n^s)$. \qed

We will also apply a fixed point lemma of the form.

Lemma 4 [16, Lemma 4.7] Let $y$ be a real sequence and let $\rho$ be a positive sequence, which converges to zero. Define a metric $d$ on the set
\[
X = \{x \in \mathbb{R}^N : |x_n - y_n| \leq \rho_n, \text{ for any } n \in \mathbb{N}\}
\]
by $d(x, z) = \|x - z\|$. Then any continuous map $H : X \rightarrow X$ has a fixed point.

Theorem 1 Assume that $s \in (-\infty, 0]$, $t \in [s, \infty)$, $q \in \mathbb{N}$, $\alpha, L, Q \in (0, \infty)$,
\[
\sum_{n=1}^{\infty} n^{1+s-t} \sum_{i=1}^{n} |K(n, i)| < \infty, \quad y \in \mathbb{R}^N, \quad \Delta(r_n \Delta y_n) = b_n,
\]
\[
\sum_{n=1}^{\infty} n^{1+t-s} \sum_{i=1}^{n} |K(n, i)| < \infty, \quad y \in \mathbb{R}^N, \quad \Delta(r_n \Delta y_n) = b_n,
\]
\[ |f(u)| \leq L \text{ for } u \in B(y, q, \alpha), \quad \frac{1}{|r_n|} \leq Qn^t \text{ for any } n, \quad (4) \]

and \( f \) is continuous on \( B(y, q, \alpha) \). Then there exists a solution \( x \) of (E) possessing the property

\[ x_n = y_n + o(n^s). \quad (5) \]

**Proof** For a sequence \( x : \mathbb{N} \to \mathbb{R} \) we define a sequence \( \hat{x} \) by

\[ \hat{x}_n = \sum_{k=1}^{n} K(n, k)f(x_k). \quad (6) \]

Let us denote

\[ Y = \{ x \in \mathbb{R}^N : |x_n - y_n| \leq \alpha \text{ for any } n \in \mathbb{N} \}. \]

We define a sequence \( \theta \) by

\[ \theta_n = \sum_{k=1}^{n} |K(n, k)|. \]

Then, using Lemma 2, we get

\[
\sum_{n=1}^{\infty} \frac{1}{n^s|r_n|} \sum_{j=n}^{\infty} \theta_j \leq Q \sum_{n=1}^{\infty} n^{t-s} \sum_{j=n}^{\infty} \theta_j \leq Q \sum_{n=1}^{\infty} j^{1-s} \theta_j
\]

\[
= Q \sum_{n=1}^{\infty} n n^{t-s} \theta_n = Q \sum_{n=1}^{\infty} n^{1+t-s} \sum_{k=1}^{n} |K(n, k)|.
\]

Hence, by our assumptions, we obtain

\[
\sum_{n=1}^{\infty} \frac{1}{n^s|r_n|} \sum_{j=n}^{\infty} \theta_j < \infty, \quad \sum_{j=1}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} \theta_i < \infty. \quad (7)
\]

Now, we define a real sequence \( \rho \) by

\[ \rho_n = L \sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} \theta_i. \quad (8) \]

By Lemma 3, we have \( \rho_n = o(n^s) \). Hence, there exists an index \( p \geq q \) such that

\[ \rho_n \leq \alpha \quad (9) \]

for \( n \geq p \). Next, we introduce a subset \( X \) of \( \mathbb{R}^N \)

\[ X = \{ x \in \mathbb{R}^N : |x_n - y_n| \leq \rho \text{ for } n \geq p \text{ and } x_n = y_n \text{ for } n < p \}\]

and we define a mapping \( H \) as follows

\[ H : Y \to \mathbb{R}^N, \quad H(x)(n) = \begin{cases} y_n, & \text{for } n < p, \\ y_n + \sum_{j=n}^{\infty} \frac{1}{r_j} \sum_{i=j}^{\infty} \hat{x}_i, & \text{for } n \geq p. \end{cases} \]
Note that $X \subset Y$. Let $x \in X$. By (4), $|f(x_i)| \leq L$ for $i \geq p$. Using (6) and (8) we obtain

$$|H(x)(n) - y_n| = \left| \sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} \hat{x}_i \right| \leq \sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} |\hat{x}_i| \leq \rho_n$$

for $n \geq p$. Therefore, $HX \subset X$.

Now we show that the mapping $H$ is continuous with respect to the metric defined in Lemma 4. By Lemma 1 and (7), we have

$$\sum_{n=1}^{\infty} \sum_{j=1}^{n} \frac{1}{|r_j|} \theta_n < \infty.$$ 

Let $\varepsilon > 0$. There exists an index $m$ such that

$$m \geq p \quad \text{and} \quad L \sum_{n=m}^{\infty} \sum_{j=1}^{n} \frac{1}{|r_j|} \theta_n < \varepsilon. \quad (10)$$

Moreover, there exists a positive constant $\gamma$ such that

$$\gamma \sum_{n=1}^{m} \sum_{j=1}^{n} \frac{1}{|r_j|} \theta_n < \varepsilon. \quad (11)$$

Let

$$B = B(\{y_1, y_2, \ldots, y_m\}, \alpha).$$

Since $f$ is uniformly continuous on $B$, there exists a positive $\delta$ such that if $t_1, t_2 \in B$ and $|t_1 - t_2| < \delta$, then

$$|f(t_1) - f(t_2)| < \gamma. \quad (12)$$

Let us take $z \in X$ such that $\|x - z\| < \delta$. Then, we have

$$\|Hx - Hz\| = \sup_{n \geq p} \left| \sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} (\hat{x}_i - \hat{z}_i) \right|$$

$$\leq \sup_{n \geq p} \sum_{j=n}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} |\hat{x}_i - \hat{z}_i|$$

$$= \sum_{j=p}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} |\hat{x}_i - \hat{z}_i|$$

$$\leq \sum_{j=p}^{\infty} \frac{1}{|r_j|} \sum_{i=j}^{\infty} \sum_{k=1}^{j} |K(i, k)||f(x_k) - f(z_k)|.$$ 

Hence, using Lemma 1, we get

$$\|Hx - Hz\| \leq \sum_{j=p}^{\infty} \sum_{i=1}^{j} \frac{1}{|r_i|} \sum_{k=1}^{j} |K(j, k)||f(x_k) - f(z_k)|.$$
Remark that by (4) $|f(x_j) - f(z_j)| \leq 2L$ for $j \geq p$, and, by (12),

$$|f(x_j) - f(z_j)| \leq \gamma \quad \text{for} \quad j \in \{1, 2, \ldots, m\}.$$ 

Hence, using (10) and (11), we obtain

$$\|Hx - Hz\| \leq \gamma \sum_{n=1}^{m} \sum_{j=1}^{n} \frac{1}{s(r_j)} \theta_n + 2L \sum_{n=m}^{\infty} \sum_{j=1}^{n} \frac{1}{s(r_j)} \theta_n < 3\varepsilon.$$ 

This proves the continuity of $H$ on $X$. By Lemma 4 there exists a point $x \in X$ such that $x = Hx$. Then, for $n \geq p$, we have

$$x_n = y_n + \sum_{j=n}^{\infty} \frac{1}{s(r_j)} \sum_{i=j}^{\infty} \hat{x}_i.$$ 

Hence, for $n \geq p$, we get

$$\Delta(r_n \Delta x_n) = \Delta(r_n \Delta y_n) + \Delta \left( r_n \Delta \left( \sum_{j=n}^{\infty} \frac{1}{s(r_j)} \sum_{i=j}^{\infty} \hat{x}_i \right) \right)$$

$$= b_n - \Delta \left( r_n \frac{1}{s(r_n)} \sum_{i=n}^{\infty} \hat{x}_i \right)$$

$$= b_n + \hat{x}_n = b_n + \sum_{k=1}^{n} K(n, k) f(x_k).$$

This means that $x$ is a solution of equation (E). Since $x \in X$ and $\rho_n = o(n^s)$ we have $x_n - y_n = o(n^s)$. Hence, $x_n = y_n + o(n^s)$.

The following corollary shows, that Theorem 1 extends [19, Theorem 3.1].

**Corollary 1** Assume $s \in (-\infty, 0]$, $t \in [s, \infty)$, $c, d \in \mathbb{R}$, $q \in \mathbb{N}$, $\alpha \in (0, \infty)$,

$$r_n^{-1} = O(n^t), \quad \sum_{n=1}^{\infty} n^{1+t-s} \sum_{i=1}^{n} |K(n, i)| < \infty, \quad \sum_{n=1}^{\infty} n^{1+t-s} |b_n| < \infty,$$ 

and $f$ is continuous and bounded on $B(cr^* + d, q, \alpha)$. Then there exists a solution $x$ of (E) possessing the property

$$x_n = cr^*_n + d + o(n^s).$$

**Proof** Choose a number $\alpha' \in (0, \alpha)$. Define sequences $v, y'$ by

$$v_n = \sum_{j=n}^{\infty} \frac{1}{s(r_j)} \sum_{i=j}^{\infty} b_i, \quad y'_n = cr^*_n + d + v_n.$$ 

It is easy to see that $v_n = o(n^s)$. There exists an index $q' \geq q$ such that $|v_n| \leq \alpha - \alpha'$ for any $n \geq q'$. Then

$$B(y', q', \alpha') \subset B(cr^* + d, q, \alpha).$$
Hence, $f$ is continuous and bounded on $B(y', q', \alpha')$. Moreover, by Remark 1, we have $\Delta (r_n \Delta (cr_n^* + d)) = 0$ and $\Delta (r_n \Delta v_n) = b_n$. Therefore, $\Delta (r_n \Delta y_n) = b_n$. By Theorem 1, there exists a solution $x$ of (E) such that $x_n = y'_n + o(n^s)$. Then

$$x_n = cr_n^* + d + v_n + o(n^s) = cr_n^* + d + o(n^s).$$

Note that if, in Corollary 1, we assume that $r_n > 0$, then we obtain [19, Theorem 3.1].

**Corollary 2** Assume $s \in (-\infty, 0]$, $t \in [s, \infty)$, $y : \mathbb{N} \to \mathbb{R}$ is bounded,

$$r_n^{-1} = O(n^t), \quad \sum_{n=1}^{\infty} n^{1+t-s} \sum_{i=1}^{n} |K(n,i)| < \infty, \quad \Delta (r_n \Delta y_n) = b_n,$$

and $f$ is continuous. Then there exists a solution $x$ of (E) possessing the property

$$x_n = y_n + o(n^s).$$

**Proof** The function $f$ is continuous and bounded on the set $B(y, 1, 1)$. Hence, the result follows from Theorem 1.

**Corollary 3** Assume $s \in (-\infty, 0]$, $t \in [s, \infty)$, $y : \mathbb{N} \to \mathbb{R}$ is bounded below,

$$r_n^{-1} = O(n^t), \quad \sum_{n=1}^{\infty} n^{1+t-s} \sum_{i=1}^{n} |K(n,i)| < \infty, \quad \Delta (r_n \Delta y_n) = b_n,$$

and $f$ is continuous on $\mathbb{R}$ and bounded at infinity. Then there exists a solution $x$ of (E) possessing the property

$$x_n = y_n + o(n^s).$$

**Proof** There exists a real constant $\lambda$ such that

$$B(y, 1, 1) \subset [\lambda, \infty).$$

The function $f$ is continuous and bounded on $[\lambda, \infty)$. Hence, the result follows from Theorem 1.

**Corollary 4** Assume $s \in (-\infty, 0]$, $t \in [s, \infty)$,

$$r_n^{-1} = O(n^t), \quad \sum_{n=1}^{\infty} n^{1+t-s} \sum_{i=1}^{n} |K(n,i)| < \infty,$$

and $f$ is continuous and bounded. Then for any solution $y$ of the equation $\Delta (r_n \Delta y_n) = b_n$ there exists a solution $x$ of (E) possessing the property

$$x_n = y_n + o(n^s).$$

**Proof** The assertion is an immediate consequence of Theorem 1.

In the next theorem, we also give sufficient conditions for the existence of a solution $x$ of equation (E) with the property (5), but the assumption for the kernel $K(i, n)$ is weaker than in Theorem 1. However, we must assume the boundedness of the sequence $r^*$. The method of proof is analogous, but we use another operator $H$. This theorem generalized Theorem 2.2 from paper [20].
Theorem 2 Assume \( s \in (-\infty, 0] \), \( f \) is continuous, \( r^* \) is bounded, and
\[
\sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{i=1}^{n} |K(n, i)| < \infty. \tag{13}
\]
Then for any bounded solution \( y \) of the equation \( \Delta(r_n \Delta y_n) = b_n \) there exists a solution \( x \) of \((E)\) possessing the property \( x_n = y_n + o(n^s) \).

Proof Assume \( y \) is a bounded solution of the equation \( \Delta(r_n \Delta y_n) = b_n \). For \( n \in \mathbb{N} \) and \( x : \mathbb{N} \to \mathbb{R} \) let
\[
\hat{x}_n = \sum_{k=1}^{n} K(n, k) f(x_k). \tag{14}
\]
Let \( C \) be a compact subset of \( \mathbb{R} \) such that \( B(y, 1, 1) \subset C \).

There exists a constant \( L > 0 \), such that \( |f(t)| \leq L \) for any \( t \in C \). Since \( s \leq 0 \) we have
\[
\sum_{k=1}^{\infty} \sum_{i=1}^{k} |K(k, i)| < \infty. \tag{15}
\]
Now, we define a number \( R \) and a subset \( Y \) of \( \mathbb{R}^N \) by \( R = \|r^*\| \), \( Y = \{x \in \mathbb{R}^N : |x - y| \leq 1\} \). Moreover, we define a sequence \( \rho \) by
\[
\rho_n = 2RL \sum_{k=n}^{\infty} \sum_{i=1}^{k} |K(k, i)|. \tag{16}
\]
Since \( s \leq 0 \), we get
\[
\frac{\rho_n}{n^s} = 2RL \sum_{k=n}^{\infty} \frac{1}{n^s} \sum_{i=1}^{k} |K(k, i)| \leq 2RL \sum_{k=n}^{\infty} \frac{1}{k^s} \sum_{i=1}^{k} |K(k, i)|.
\]
By (13) we obtain
\[
\sum_{k=n}^{\infty} \frac{1}{k^s} \sum_{i=1}^{k} |K(k, i)| = o(1),
\]
which means that \( \rho_n = o(n^s) \). Therefore, there exists an index \( p \in \mathbb{N} \) for which \( \rho_n \leq 1 \) for \( n \geq p \). Let
\[
X = \{x \in \mathbb{R}^N : |x_n - y_n| \leq \rho \text{ for } n \geq p \text{ and } x_n = y_n \text{ for } n < p\}. \tag{16}
\]
Then \( X \subset Y \). For any \( x \in Y \) and any \( n \in \mathbb{N} \) we have \( x_n \in C \). Therefore,
\[
|f(x_n)| \leq L \tag{17}
\]
for any \( n \in \mathbb{N} \). Now, we define an operator \( H : Y \to \mathbb{R}^N \) by
\[
H(x)(n) = \begin{cases} 
  y_n & \text{for } n < p \\
  y_n + \sum_{k=n}^{\infty} \hat{x}_k \sum_{i=n}^{k} \frac{1}{r_i} & \text{for } n \geq p.
\end{cases} \tag{18}
\]
Remark that
\[ \left| \sum_{i=n}^{k} \frac{1}{r_i} \right| = |r_{k+1}^* - r_n^*| \leq |r_{k+1}^*| + |r_n^*| \leq 2R. \tag{19} \]

Let \( x \in X \) and \( n \geq p \). Then, using (19), we get
\[ |H(x)(n) - y_n| \leq \sum_{k=n}^{\infty} |\hat{x}_k| \left| \sum_{i=n}^{k} \frac{1}{r_i} \right| \leq 2R \sum_{k=n}^{\infty} \sum_{i=1}^{k} |K(k, i)| f(x_i). \]

Hence,
\[ |H(x)(n) - y_n| \leq 2RL \sum_{k=n}^{\infty} \sum_{i=1}^{k} |K(k, i)| = \rho_n \]
and we obtain that \( HX \subset X \). Next, we show the continuity of \( H \). Let \( x \in X \) and \( \varepsilon > 0 \). By (15) there is an index \( m \geq p \) such that
\[ L \sum_{k=m}^{\infty} \sum_{i=1}^{k} |K(k, i)| < \varepsilon. \tag{20} \]

Moreover, there exists a positive constant \( \gamma \) such that
\[ \gamma \sum_{k=1}^{m} \sum_{i=1}^{k} |K(k, i)| < \varepsilon. \tag{21} \]

Since \( f \) is uniformly continuous on \( C \) there exists a positive number \( \delta \) such that if \( t_1, t_2 \in C \) and \( |t_1 - t_2| < \delta \), then
\[ |f(t_1) - f(t_2)| < \gamma. \tag{22} \]

Let us take \( z \in X \) such that \( \|x - z\| < \delta \). By (19), we have
\[ \|Hx - Hz\| = \sup_{n \geq p} \sum_{k=n}^{\infty} |\hat{x}_k - \hat{z}_k| \left| \sum_{i=n}^{k} \frac{1}{r_i} \right| \leq 2R \sum_{k=p}^{\infty} |\hat{x}_k - \hat{z}_k|. \]

Hence, by (14), we get
\[ \|Hx - Hz\| \leq 2R \sum_{k=p}^{\infty} \sum_{i=1}^{k} |K(k, i)||f(x_i) - f(z_i)|. \]

Using (22) and (17) we get
\[ \|Hx - Hz\| \leq 2R\gamma \sum_{k=1}^{m} \sum_{i=1}^{k} |K(k, i)| + 4RL \sum_{k=m}^{\infty} \sum_{i=1}^{k} |K(k, i)|. \]

Therefore, by (21) and (20), \( \|Hx - Hz\| < 6R\varepsilon \). This means that the map \( H : X \to X \) is continuous with respect to the metric defined in Lemma 4. By Lemma 4 there exists a fixed point of \( H \). Denote this fixed point by \( x \). From the definition of \( H \) we have
\[ x_n = y_n + \sum_{k=n}^{\infty} \hat{x}_k \sum_{i=n}^{k} \frac{1}{r_i} \]
for $n \geq p$. By (23), for $n \geq p$ we get

$$\Delta(r_n \Delta x_n) = b_n + \Delta \left( r_n \Delta \left( \sum_{k=n}^{\infty} \hat{x}_k \sum_{i=n}^{k} \frac{1}{r_i} \right) \right). \quad (24)$$

Moreover,

$$\Delta \left( \sum_{k=n}^{\infty} \hat{x}_k \sum_{i=n}^{k} \frac{1}{r_i} \right) = \sum_{k=n+1}^{\infty} \hat{x}_k \sum_{i=n+1}^{k} \frac{1}{r_i} - \sum_{k=n}^{\infty} \hat{x}_k \sum_{i=n+1}^{k} \frac{1}{r_i}$$

$$= \sum_{k=n+1}^{\infty} \hat{x}_k \sum_{i=n+1}^{k} \frac{1}{r_i} - \frac{1}{r_n} \sum_{k=n}^{\infty} \hat{x}_k - \sum_{k=n}^{\infty} \hat{x}_k \sum_{i=n+1}^{k} \frac{1}{r_i}.$$

Hence,

$$\Delta \left( \sum_{k=n}^{\infty} \hat{x}_k \sum_{i=n}^{k} \frac{1}{r_i} \right) = - \frac{1}{r_n} \sum_{k=n}^{\infty} \hat{x}_k - \sum_{i=n+1}^{\infty} \frac{1}{r_i} = - \frac{1}{r_n} \sum_{k=n}^{\infty} \hat{x}_k.$$

for $n \geq p$. Therefore,

$$\Delta \left( r_n \Delta \left( \sum_{k=n}^{\infty} \hat{x}_k \sum_{i=n}^{k} \frac{1}{r_i} \right) \right) = - \Delta \left( \sum_{k=n}^{\infty} \hat{x}_k \right) = \hat{x}_n \quad (25)$$

for $n \geq p$. Thus, by (24), (25) and (14), $x$ is a solution of (E). Since $x \in X$ and $\rho_n = o(n^s)$, we have

$$x_n = y_n + o(n^s).$$

Remark 2 If the sequence $r^*$ is bounded, then by Remark 1, the existence of a bounded solution of the equation \(\Delta(r_n \Delta y_n) = b_n\) is equivalent to the boundedness of the sequence

$$u_n = \sum_{j=1}^{n-1} \frac{1}{r_j} \sum_{i=1}^{j-1} b_i. \quad (26)$$

Moreover, if the sequence (26) is bounded, then any solution $y$ of the equation $\Delta(r_n \Delta y_n) = b_n$ is bounded.

Below, in our last theorem, we present sufficient conditions under which for any real constants $c,d$ equation (E) possesses solution $x$ with the property $x_n = cr_n^* + d + o(n^s)$.

**Theorem 3** Assume $s \in (-\infty,0]$, the function $f$ is continuous, the sequence $r^*$ is bounded,

$$\sum_{n=1}^{\infty} n^s \sum_{i=1}^{n} |K(n,i)| < \infty, \quad \text{and} \quad \sum_{n=1}^{\infty} \frac{|b_n|}{n^s} < \infty. \quad (27)$$

Then for any real constants $c,d$ there exists a solution $x$ of equation (E) possessing the property

$$x_n = cr_n^* + d + o(n^s).$$
Proof Assume \( c, d \in \mathbb{R} \). Define a sequence \( y \) by \( y_n = cr^*_n + d \). It is easy to see that \( \Delta(r_n \Delta y_n) = 0 \) for any \( n \). For \( n \in \mathbb{N} \) and \( x : \mathbb{N} \to \mathbb{R} \) let
\[
\hat{x}_n = b_n + \sum_{k=1}^{n} K(n, k) f(x_k).
\]
Since \( y \) is bounded, there is a compact subset \( C \) of \( \mathbb{R} \) such that \( B(y, 1, 1) \subset C \).

Since \( f \) is continuous, there exists a positive constant \( L \), such that \( |f(t)| \leq L \) for any \( t \in C \). We denote \( R = \|r^*\|, Y = \{ x \in \mathbb{R}^\mathbb{N} : |x - y| \leq 1 \} \), and define a sequence \( \rho \) by the formula
\[
\rho_n = 2R \sum_{k=n}^{\infty} \left( |b_k| + L \sum_{i=1}^{k} |K(k, i)| \right).
\]

Similarly as in the proof of Theorem 2, we obtain
\[
\sum_{k=n}^{\infty} \sum_{i=1}^{k} |K(k, i)| = o(n^s).
\]

It is easy to see that
\[
\sum_{k=n}^{\infty} |b_k| = o(n^s).
\]

Hence, \( \rho_n = o(n^s) \). Therefore, there exists an index \( p \in \mathbb{N} \) such that \( \rho_n \leq 1 \) for \( n \geq p \). Define a subset \( X \) of \( \mathbb{R}^\mathbb{N} \) by (16), and an operator \( H : Y \to \mathbb{R}^\mathbb{N} \) by (18). Just like in the proof of Theorem 2, we can show that there exists a point \( x \in X \) such that \( Hx = x \). Then for \( n \geq p \) we have
\[
x_n = y_n + \sum_{k=n}^{\infty} \hat{x}_k \sum_{i=n}^{k} \frac{1}{r_i}.
\]

Hence,
\[
\Delta(r_n \Delta x_n) = \Delta(r_n \Delta y_n) + \Delta \left( \hat{x}_k \sum_{i=n}^{k} \frac{1}{r_i} \right) = 0 + \hat{x}_n
\]
\[
= b_n + \sum_{k=1}^{n} K(n, k) f(x_k)
\]
for \( n \geq p \). Therefore, \( x \) is a solution of (E). Moreover, since \( x \in X \) we get
\[
x_n = y_n + o(n^s) = cr^*_n + d + o(n^s).
\]

If, in Theorem 3, we assume that the sequence \( r^* \) is \( \omega \)-periodic, then we get the following criterion for the existence of asymptotically periodic solutions of equation (E).

\[\square\]
Corollary 5 Assume $s \in (-\infty, 0]$, $\omega \in \mathbb{N}$, $f$ is continuous, $r^*$ is $\omega$-periodic,

$$\sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{i=1}^{n} |K(n, i)| < \infty \quad \text{and} \quad \sum_{n=1}^{\infty} \frac{|b_n|}{n^s} < \infty.$$

Then equation (E) has asymptotically $\omega$-periodic solution of the form $x_n = cr^*_n + d + o(n^s)$ where $c, d \in \mathbb{R}$.

**Proof** This corollary follows directly from Theorem 3. \hfill \square

As we noted in the Introduction, if $K(n, k) = 0$ for $k \neq n$, denoting $a_n = K(n, n)$ equation (E) takes the form (2). Therefore, Theorem 3 generalizes [20, Theorem 2.1].

3. Examples

In this section we present some examples to illustrate the obtained results.

**Example 1** Let $s = 0$, $t = 1$, $r_n = \frac{1}{n^2}$, $K(n, k) = \frac{1}{n^2k^2}$, $f(x) = \frac{1}{2}$ for $x \neq 0$ and $b_n = \frac{3}{(n+3)^2} - \frac{1}{(n+1)n^2}$.

Then equation (E) takes the form

$$\Delta \left( \frac{1}{n+2} \Delta x_n \right) = \frac{3}{(n+3)^2} - \frac{1}{(n+1)n^2} + \sum_{k=1}^{n} \frac{1}{n^4k^2} \frac{1}{x_k}$$

(28)

for $x \neq 0$ and we have $r_n^{-1} = O(n^s)$. Let $c = 0$, $d = 1$. Then $cr^* + d = 1$. Let $q = 1$, $\alpha = \frac{1}{2}$, then

$$B(cr^* + d, q, \alpha) = \bigcup_{n=1}^{\infty} \left( 1 - \frac{1}{2}, 1 + \frac{1}{2} \right) = \left[ \frac{1}{2}, \frac{3}{2} \right].$$

Hence, $f$ is bounded and continuous on $B(cr^* + d, q, \alpha)$. It is easy to check that

$$\sum_{n=1}^{\infty} n^{1+t-s} |b(n)| = \sum_{n=1}^{\infty} n^2 \left| \frac{3}{(n+3)^2} - \frac{1}{(n+1)n^2} \right| < \infty$$

and

$$\sum_{n=1}^{\infty} n^{1+t-s} \sum_{i=1}^{n} |K(n, i)| = \sum_{n=1}^{\infty} n^2 \sum_{k=1}^{n} \frac{1}{n^4k^2} = \sum_{n=1}^{\infty} \frac{1}{n^2} \sum_{k=1}^{n} \frac{1}{k^2} < \infty.$$

Hence, by Corollary 1, there exists a solution $x$ of (28) such that $x_n = cr^*_n + d + o(1)$. Indeed the sequence $x_n = 1 + \frac{1}{n}$ is a solutions of (28) with such property.

**Example 2** Let $f$ be a continuous function, $s \in (-1, 0]$. For $n \in \mathbb{N}$ let

$$r_n = n^2, \quad b_n = -2n^2 \cos \frac{n\pi}{2} - (2n+1) \left( \sin \frac{n\pi}{2} - \cos \frac{n\pi}{2} \right), \quad K(n, k) = \frac{k}{n^2}.$$ 

Then equation (E) takes the form

$$\Delta \left( n^2 \Delta x_n \right) = -2n^2 \cos \frac{n\pi}{2} - (2n+1) \left( \sin \frac{n\pi}{2} - \cos \frac{n\pi}{2} \right) + \sum_{i=1}^{n} \frac{k}{n^2} f(x_k).$$

(29)
The sequence \( r_n^* = \sum_{k=1}^{n-1} \frac{1}{k^s} \) is bounded, the sequence \( y_n = \sin \frac{n\pi}{2} \) is a 4-periodic solution of the equation
\[
\Delta(n^2 \Delta y_n) = -2n^2 \cos \frac{n\pi}{2} - (2n + 1) \left( \sin \frac{n\pi}{2} - \cos \frac{n\pi}{2} \right).
\]
Moreover, we have
\[
\sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{i=1}^{n} |K(n, i)| = \sum_{n=1}^{\infty} \frac{1}{n^{s+4}} \sum_{i=1}^{n} k = \sum_{n=1}^{\infty} \frac{n + 1}{2n^{s+3}} < \infty.
\]
Thus, all assumptions of Theorem 2 are satisfied. Hence, equation (29) has asymptotically 4-periodic solution of the form
\[
x_n = \sin \frac{n\pi}{2} + o(n^s).
\]

In the next two examples we show that Theorem 1 is independent of Theorem 2.

**Example 3** Let \( r_n = \frac{1}{n} \), \( K(n, k) = \frac{2k}{n^s} \), \( f \) is a continuous function. Then equation (E) takes the form
\[
\Delta \left( \frac{1}{n} \Delta x_n \right) = b_n + \sum_{k=1}^{n} \frac{2k}{n^s} f(x_k).
\]

Let \( b \) be a sequence of real numbers such that \( \sum_{n=1}^{\infty} n \sum_{i=1}^{n-1} b_i < \infty \). Then, by Remark 1, there exists a bounded solution of equation
\[
\Delta \left( \frac{1}{n} \Delta y_n \right) = b_n.
\]
Let us take \( s \in (-1, 0] \), \( t = 1 \). Then we have \( r_n^{-1} = O(n^t) \) and
\[
\sum_{n=1}^{\infty} n^{1+t-s} \sum_{i=1}^{n} |K(n, i)| = \sum_{n=1}^{\infty} n^{2-s} \sum_{k=1}^{n} \frac{2k}{n^6} = \sum_{n=1}^{\infty} \frac{n + 1}{n^{3+s}} < \infty.
\]
By Theorem 1, there exists a solution \( x \) of (30) such that \( x_n = y_n + o(n^s) \).

Let us remark, that the sequence \( r_n^* = \sum_{k=1}^{n-1} k \) is unbounded. Hence, Theorem 2 can not be applied to (30).

**Example 4** Let \( r_n = n^2 \), \( K(n, k) = \frac{2k}{n^s} \), \( f \) is a continuous function, \( b \) is a sequence of real numbers such that
\[
\sum_{n=1}^{\infty} \frac{1}{n^2} \sum_{i=1}^{n-1} b_i < \infty.
\]
Then equation (E) takes the form
\[
\Delta \left( n^2 \Delta x_n \right) = b_n + \sum_{k=1}^{n} \frac{2k}{n^s} f(x_k).
\]

Let \( s \in (-1, 0] \). Then we have
\[
\sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{i=1}^{n} |K(n, i)| = \sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{k=1}^{n} \frac{2k}{n^2} = \sum_{n=1}^{\infty} \frac{n + 1}{n^{3+s}} < \infty.
\]
Moreover, by Remark 1, all solutions of the equation $\Delta(n^2 \Delta y_n) = b_n$ are bounded. Hence, by Theorem 2, for any solution $y$ of the equation $\Delta(n^2 \Delta y_n) = b_n$ there exists a solution $x$ of (31) such that $x_n = y_n + o(n^s)$.

Note, that for $t \geq s$ we have

$$\sum_{n=1}^{\infty} n^{1+t-s} \sum_{i=1}^{n} |K(n, i)| \geq \sum_{n=1}^{\infty} n \sum_{k=1}^{n} \frac{2k}{n^4} = \sum_{n=1}^{\infty} \frac{n + 1}{n^2} = \infty.$$ 

Hence, Theorem 1 cannot be applied to (31).
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