Limited-data automatic speaker verification algorithm using band-limited phase-only correlation function
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Abstract: In this paper, a new method to deal with automatic speaker verification based on band-limited phase-only correlation (BLPOC) is proposed. The aim of this study is to validate the use of the BLPOC function as a new limited-data automatic speaker verification technique. Although some speaker verification techniques have high accuracy, efficiency usually depends on the extraction of complex theoretical information from speech signals and the amount of the data for training the algorithms. The BLPOC function is a high-accuracy biometric technique traditionally implemented in human identification by fingerprints (through image-matching). When applying the BLPOC function in automatic speaker verification through the proposed algorithms (under limited-data conditions), a 98.24% true acceptance rate (TAR) and 87.17% true rejection rate (TRR) in a custom database (and 93.75% TAR and 67.05% TRR in the ELSDSR database) were obtained. The proposed algorithm is a theoretically simple method for automatic speaker verification whose main advantage is that it can provide identification under limited-data conditions. In this sense, the BLPOC function could be applicable in other limited-data biometric identifications by sound signals.
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1. Introduction

Speech communication is an elementary process that involves some organs’ coordination, word articulation, and brain processes, by which human beings evolved as a society. Automatic speech recognition is the machine recognition of words spoken by speakers. Automatic speaker identification focuses on the identification of a speaker by classifying a speech signal as being from a specific speaker among speakers in the dataset. Since the system knows the impostors, this is closed-set identification [1–4]. The speaker verification task is to confirm if a speaker is who he/she claims to be (a yes or no decision) by extracting and analyzing some speech parameters from speakers. Since the system does not know the impostors because they can not be defined, this is open-set identification [1].

A speaker verification system requires, among other steps, to extract the relevant information from speech signals and an appropriate training and test scheme. Among others [5, 6], one of the usual features extracted from voice signals are mel frequency cepstral coefficients (MFCCs). MFCC features are based on the human auditory system and are a common front-end for a speaker identification system [7]. On the other hand, to compare the extracted information from speech, statistical models are commonly used [8, 9]. Modeling requires extracting some voice distribution parameters from the speech signals uttered by the speakers in the dataset and
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the use of a training scheme to use this information as a statistical pattern for recognition. Although statistical models have been widely used due to their high performance in speech recognition tasks, the availability of large-scale datasets is frequently assumed. Nevertheless, with limited data or small datasets, some of the high-performance traditional speaker verification methods can provide inferior performance [10].

Recently, new methods have been developed to extract the relevant information from speech signals [11, 12]. The band-limited phase-only correlation (BLPOC) function is a high-accuracy image-matching biometric technique traditionally implemented in human identification by fingerprints [13]. In this sense, with the aim of validating its use as a new limited-data automatic speaker verification technique, this paper proposes to use the BLPOC function as a simple matching algorithm. The paper is organized as follows: Section 2 explains the basic theory of the BLPOC function. Section 3 details the proposed automatic speaker verification algorithm. Section 4 summarizes the algorithm evaluation results and discussions. Finally, Section 5 gives some conclusions.

2. Band-limited phase-only correlation (BLPOC)

The BLPOC function is an image-matching technique traditionally implemented in human identification by fingerprints whose main advantage is that it is a brightness invariance method [14–18]. Since the origin of the BLPOC function is the phase-only correlation (POC) function, it is briefly described next [13, 19].

Let \( f(n) \) and \( g(n) \) be two N-point 1D sequences (with index range \( n = 0, \ldots, N - 1 \)) and let the vectors \( F(k) \) and \( G(k) \) be the 1D discrete Fourier transform (1D DFT) of each sequence given by:

\[
F(k) = \sum_{n=0}^{N-1} f(n)W_N^{-kn} = A_F(k)\exp(j\theta_F(k)),
\]

\[(1)\]

\[
G(k) = \sum_{n=0}^{N-1} g(n)W_N^{-kn} = A_G(k)\exp(j\theta_G(k)),
\]

\[(2)\]

where \( W_N = \exp(-j2\pi/N) \) and \( k \) is the frequency index defined as \( k = 0, \ldots, N - 1 \). \( A_F(k) \) and \( A_G(k) \) denote amplitude components and \( \theta_F(k) \) and \( \theta_G(k) \) are phase components.

The cross-spectrum (\( R_{FG}(k) \)) between \( F(k) \) and \( G(k) \) can be calculated as:

\[
R_{FG}(k) = F(k)\overline{G(k)} = A_F(k)A_G(k)\exp(j\theta(k)),
\]

\[(3)\]

where \( \overline{G(k)} \) denotes the complex conjugate of \( G(k) \) and \( \theta(k) \) denotes phase difference \( \theta_F(k) - \theta_G(k) \).

A normalized version of the cross-spectrum can be calculated by the cross-phase spectrum (\( R_{nFG}(k) \)) as:

\[
R_{nFG}(k) = R_{FG}(k)/\|R_{FG}(k)\|,
\]

\[(4)\]

where \( \|R_{FG}(k)\| \) is the norm of the cross-spectrum.

Finally, the POC function \( r_{fg} \) is the 1D inverse discrete Fourier transform (IDFT) of the cross-phase spectrum and is given by the following equation:

\[
r_{fg}(n) = \frac{1}{N} \sum_{k=0}^{N-1} R_{nFG}(k)W_N^{-kn}.
\]

\[(5)\]
The calculated POC function is a measure of similarity between the two sequences whereby, in the case that they are the same sequence, the resulting POC function is Kronecker’s delta function ($\delta(n)$). On the other hand, in the case that they are different sequences, the resulting POC is another function different from $\delta(n)$. Since the relevant information in the frequency spectrum of a sequence is usually clustered in a frequency band, some of the irrelevant phase components of the 1D DFT can reduce the effectiveness of the matching algorithm. In this sense, the BLPOC function ($\hat{r}_{fg}$) proposes to eliminate the irrelevant information in the sequence by analyzing its inherent frequency band to calculate the cross-phase spectrum only in an effective frequency band $[19, 20]$. In other words, it is intended to eliminate the irrelevant information in the calculation of $R_{nFG}(k)$ depending on the frequency spectrum of a given input sequence.

Assuming that the zero frequency component of $R_{nFG}$ is shifted at the middle of the spectrum, the range of the effective region is calculated by $k = F_1, \ldots, F_2$, where $0 \leq F_1 \leq F_2$ and $F_1 \leq F_2 \leq N - 1$ (thus, the effective size of the region is $L = (F_2 - F_1) + 1$). Finally, the BLPOC function is defined as:

$$
\hat{r}_{fg}(n) = \frac{1}{L} \sum_{k=F_1}^{F_2} R_{nFG}(k) W_L^{-kn}.
$$

(6)

3. Limited-data automatic speaker verification algorithm using BLPOC function

The goal of a speaker verification system is, as mentioned earlier, to identify if a speaker is who he/she claims to be. The system can be a text-dependent system in the case of cooperative speakers repeating preestablished phrases or a text-independent system in the case of noncooperative speakers uttering independent phrases [21]. The proposed system is a text-dependent speaker verification algorithm that compares a prestored speech signal from an authorized speaker with another input speech signal of the same word being uttered and identifies whether the input speech signal is from the same speaker (in the case of genuine matching) or not (in the case of impostor matching). Traditionally, the magnitude of the max peak in the BLPOC function is used as a measure of similarity in human identification by image matching; for speaker matching, some other features were proposed.

The main steps of the proposed algorithm are: 1) speech region identification, 2) common region adequacy, 3) speaker matching, and 4) speaker verification decision.

3.1. Speech region identification

From a traditional voice activity detection (VAD) algorithm [22], a new speech region identification method is proposed based on an energy threshold. After analog to digital conversion of a speech signal, the first step is to analyze and identify which segments of a speech signal correspond to speech information (speech region) and which correspond to noise or silence (see Figure 1). Let $f(n)$ be a speech signal. The speech region ($SF$) is extracted as follows: i) calculate the average energy of the whole speech signal as $E = \frac{1}{N} \sum_{n=0}^{N-1} |f(n)|^2$, ii) divide the signal $f(n)$ into $M$ frames ($fr_j(i)$) of $m$ samples according to sampling frequency to ensure stationary signal features, iii) calculate the average energy of each $j$th frame as $e(j) = \frac{1}{m} \sum_{i=1}^{m} |fr_j(i)|^2$, iv) determine a suitable whole energy threshold value ($thr_E$), and v) identify the speech frames by the following equations:

$$
SF_s = first\{\{fr_j(i)|e(j) \geq thr_E, 1 \leq j \leq M, 1 \leq i \leq m\}\},
$$

(7)
where \( SF_s \) and \( SF_f \) are the first and last speech frames that contain the speech information. Finally, the speech region is:

\[
SF = [SF_s, \ldots, SF_f].
\]

In other words, once the speech signal is framed, by using Eqs. (7), (8), and (9) to extract the speech region \( SF \) and remove the silence/noise segments from the signal, it is possible to automatically identify which frames \( fr_j(i) \) in the signal have the quantity of energy \( e(j) \) above an energy threshold value \( thr_E \). The optimal whole energy threshold value in the experiments was \( thr_E = 0.001 * E \). However, in some cases, to distinguish between the end of the speech signal and a middle pause due to phonetic pronunciation, an analysis of consecutive speech energy frames and calculation of a frame acceptance criterion based on sampling rate is needed.

3.2. Common region adequacy

Due to time domain speech variability introduced by the speaker (variability of speech speed), the speech signal requires time domain adequacy. This process is as follows: i) compare the number of samples between the prestored and the input speech signals and ii) adjust time domain variability by zero padding at the end of the shortest speech signal according to the number of samples of the largest (see Figure 2).

3.3. Speaker matching

The next step is to calculate the effective frequency band in the cross-phase spectrum as follows (see Figure 3): i) using Eqs. (1) to (4), compute the cross-phase spectrum \( Rn_{FG}(k) \) between the prestored and the input speech signals, and ii) calculate the normal power spectral density \( NPSD \) of vector \( Rn_{FG}(k) \) by the following
Figure 2. Common region adequacy: prestored speech signal a) before and b) after time domain adequacy and input speech signal c) before and d) after time domain adequacy.

The equation:

\[ NPSD(k) = \frac{R_{nFG}(k)\overline{R_{nFG}(k)}}{\max(R_{nFG}(k)\overline{R_{nFG}(k)})}, \]  

(10)

where \( \overline{R_{nFG}(k)} \) denotes the complex conjugate of the \( R_{nFG}(k) \) sequence. Then, iii) compute and store the frequency band index by the following equations:

\[ F_1 = \min\{i|NPSD(i) \geq thr_p, 0 \leq i \leq N - 1\}, \]  

(11)

\[ F_2 = \max\{i|NPSD(i) \geq thr_p, 0 \leq i \leq N - 1\}, \]  

(12)

where \( thr_p \) is a calculated power threshold (see Table 1). The \( thr_p \) value is the threshold that allows the algorithm to eliminate frequency components with less energy than the minimum acceptable (set by the
threshold). To calculate $thr_p$, a comparison of TAR and TRR performance is made by changing the $thr_p$ value. From Table 1 it can be observed that $thr_p=0.001$ is the value with the highest TAR and TRR performance.

<table>
<thead>
<tr>
<th>$thr_p$ value</th>
<th>TAR (%)</th>
<th>TRR (%)</th>
<th>$thr_p$ value</th>
<th>TAR (%)</th>
<th>TRR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0005</td>
<td>100</td>
<td>90</td>
<td>0.005</td>
<td>100</td>
<td>60</td>
</tr>
<tr>
<td>0.001</td>
<td>100</td>
<td>100</td>
<td>0.0055</td>
<td>100</td>
<td>60</td>
</tr>
<tr>
<td>0.0015</td>
<td>100</td>
<td>90</td>
<td>0.006</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>0.0020</td>
<td>100</td>
<td>90</td>
<td>0.0065</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>0.0025</td>
<td>66</td>
<td>90</td>
<td>0.007</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>0.003</td>
<td>66</td>
<td>100</td>
<td>0.0075</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>0.0035</td>
<td>66</td>
<td>90</td>
<td>0.008</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>0.004</td>
<td>100</td>
<td>60</td>
<td>0.0085</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>0.0045</td>
<td>100</td>
<td>60</td>
<td>0.009</td>
<td>100</td>
<td>10</td>
</tr>
</tbody>
</table>

Finally, iv) calculate the BLPOC function using Eq. (6) and assume the zero frequency component of the $\hat{r}_g$ sequence shifted at the center of the spectrum (see Figure 4).
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**Figure 3.** Effective frequency band identification from amplitude spectrum of $NPSD(k)$. Dashed line denotes the power threshold ($thr_p$).

### 3.4. Speaker verification decision

Since the BLPOC function in speaker verification has multiple peaks, some discrimination features to determine genuine and impostor matching need to be calculated. As an evaluation criterion, this method proposes to use a set of decision thresholds: 1) highest peak relationship, 2) variance, and 3) average energy.
Figure 4. Examples of genuine and impostor matching from the same word uttered: a) speech signal from an authorized speaker \((f(n))\), b) another speech signal from an authorized speaker \((g(n))\), c) speech signal from an impostor speaker \((g'(n))\), d) BLPOC function between two identical speech signals (speech signal \(f(n)\) from authorized speaker, e) BLPOC function between two speech signals from authorized speaker \((f(n)\ and \ g(n))\), and f) BLPOC function between speech signals from the authorized \((f(n))\) and the impostor \((g'(n))\) speakers.
3.4.1. Highest peak relationship

The highest peak relationship ($H_p$) is calculated to evaluate the ratio between the max peak in the BLPOC function ($P_M$) and the other less significant peaks by calculating its mean energy ($\bar{S}$) using the following equations:

$$P_M = \max |\hat{r}_{fg}|,$$

$$\bar{S} = \frac{1}{N} \sum_{i=1}^{N} |\hat{r}_{fg}(i)|,$$

$$H_p = \frac{\bar{S} \times 100}{P_M}.$$  

An $H_p$ acceptance section ($s_{H_p}$) is calculated. An acceptance $H_p$ value is a relation percentage between the magnitude of $P_M$ and the $\bar{S}$ of the BLPOC function. $s_{H_p}$ in the experiments was calculated automatically by selecting the maximum and minimum $H_p$ values. These values change depending on the word uttered, the amount of data available for training, the speaker, and the quality of the recordings. Figure 5 shows an example of the delimitation of $s_{H_p}$ (dotted horizontal lines) and an utterance test where only the magnitudes of $H_p$ on the acceptance section defined by $s_{H_p}$ are accepted.

![Figure 5. BLPOC $H_p$: a) authorized speaker utterance delimitation and b) utterance speaker test.](image)

3.4.2. Variance

A variance feature ($\sigma^2$) is proposed to determine how scattered the samples are in the BLPOC function. This feature can be obtained by:

$$\sigma^2 = \frac{\sum_{i=1}^{N}(\hat{r}_{fg}(i) - \bar{S})^2}{N-1}.$$
The $\sigma^2$ acceptance section ($s_{\sigma^2}$) sets the maximum and minimum ($\sigma^2$) in the BLPOC function considered as an acceptance value. The $s_{\sigma^2}$ used in the experiments was calculated automatically by determining the maximum and minimum $\sigma^2$ values (these values also change depending on the word-uttered speaker-test). Figure 6 shows an example of the delimitation of $s_{\sigma^2}$ (dotted horizontal lines) and an utterance test where only the magnitudes of $\sigma^2$ on the acceptance section defined are accepted.

![Figure 6](image_url)

**Figure 6.** BLPOC $\sigma^2$: a) authorized speaker utterance delimitation and b) utterance speaker test.

### 3.4.3. Average energy

The BLPOC function at genuine matching has (according to experiments) more average energy ($E$) than in impostor matching. This feature can be calculated by:

$$E = \frac{1}{N} \sum_{i=1}^{N} |f_g(i)|^2.$$  \hspace{1cm} (17)

The $E$ acceptance section ($s_E$) sets the maximum and minimum of $E$ in the BLPOC function considered as an acceptable value. The $s_E$ used in the experiment was calculated automatically by determining the maximum and minimum $E$ values (these values also change depending on the word-uttered speaker-test). Figure 7 shows an example of the delimitation of $s_E$ (dotted horizontal lines) and an utterance test where only the magnitudes of $E$ on the acceptance section are accepted.

### 3.5. MFCC-HMM speaker verification technique

The mel frequency cepstral coefficient-hidden Markov model (MFCC-HMM) technique is summarized below to compare the proposed method with a traditional speaker verification technique. First, to calculate the MFCCs [7]: i) frame and window (using a Hamming window) a word-uttered speech signal and ii) for each frame ($y(n)$)
calculate the power spectrum \( y(k) \) according to:

\[
y(k) = \frac{1}{N_s} \sum_{n=1}^{N_s} y(n) W_N^k |n|^2,
\]

where \( N_s \) is the number of points of the DFT and \( 1 \leq k \leq N_s \). Then, iii) calculate a filter bank of \( p \) mel spaced triangular filters. Next, iv) compute the energy of each filter \( E(j) \) by:

\[
E(j) = \sum_{k=1}^{N_s/2-1} y(k) M_j(k),
\]

where \( M_j(k) \) denotes the amplitude of the \( m_j \) triangular filter at frequency \( k \), \( j \) is the index of each filter in the filter bank, and \( 0 \leq j < p \). Next, v) take the discrete cosine transform (DCT-II) according to:

\[
C_l(t) = \sum_{j=0}^{p-1} \log [E(j)] \cos \left[ t \left( j - \frac{1}{2} \right) \frac{\pi}{p} \right],
\]

where \( C_l(t) \) is the \( t \)th order MFCC of the \( l \)th frame and \( t = 1, \ldots, 13 \). Finally, vi) extract the mean value of each frame coefficient to form a feature vector. The process repeats for each word-utterance from the speaker.

Next, the extracted information is trained and tested by using the HMM. The training step obtains the parameters of the model according to \([23, 24]\):

\[
\lambda = (A, B, \pi),
\]

where \( \lambda \) is a specific model (i.e. speaker-word model name), \( A \) is a probability matrix of the transitions between states, \( B \) is a probability matrix for the emissions given the states, and \( \pi \) is a vector of probabilities of each
state in the sequence. This parameter set is trained by an iterative process using the Baum–Welch algorithm.

The results of the Baum–Welch algorithm are the optimized $A$, $B$, and $\pi$ parameters. In other words, for each speaker-word, an HMM is trained that models the information of the given sequences. Finally, at the test step, given a sequence (word uttered by a speaker), the probability that the sequence was generated by a specific speaker ($\lambda$) is calculated.

The proposed speaker verification was evaluated using likelihood radio sets [21]. Given $N$ background speaker models ($\lambda_1, \lambda_2, \ldots, \lambda_N$), the hypothesis model is calculated as:

$$p(X|\lambda_{hyp}) = f(p(X|\lambda_1), p(X|\lambda_2), \ldots, p(X|\lambda_N)),$$

where $\lambda_{hyp}$ is the hypothesized speaker and $f(.)$ is the maximum of the likelihood values from the background speaker set. In other words, it is to set “nonauthorized speakers” in speaker tests (to cover the set of alternative model speakers) and classify if a speech signal is from who he/she claims to be (a yes or no decision). The HMM algorithm was implemented using free online software.

4. Results and discussion

Two different databases were used in the experiments. The custom database is a limited-data speaker-dependent voice corpus (in Spanish from Mexico) from an isolated-words speech recognition application [25]. The database contains 400 utterances (10-word utterance repetition by each of the 4 Mexican speakers in the database). Speech samples were collected using a digital Portastudio TASCAM DP-008 with a 44.1 kHz sampling rate in .wav format (there were no special considerations in the microphone features). Each sample was recorded in a video conference room to guarantee high SNR. The second database, the ELSDSR corpus of reading speech, was a joint effort of the faculty and PhD and master students from the Department of Informatics and Mathematical Modeling (IMM) and Technical University of Denmark (DTU) [26, 27]. The speech corpus is in English and was read by 20 Danes, 1 Icelander, and 1 Canadian (10 females, 12 males). The database contains 198 utterances (suggested 154 and 44 word-utterances for the training and test set, respectively). Although traditionally this database was implemented for automatic speaker recognition tasks, recently it was applied to speaker verification systems [28]. In this sense, the experiments collected only the most repeated uttered words by the speakers.

The following parameters were used as performance metrics to evaluate the proposed algorithms:

- True acceptance rate (TAR): The probability to verify as accepted (authorized) an authorized speaker (person).
- True rejection rate (TRR): The probability to verify as rejected (unauthorized) an impostor speaker (person).

For each database, 70% of audio files for the training set (7 utterances) were considered for the TAR test (per word-uttered authorized speaker-test), and the rest of the audios were used as the test set. On the other hand, for the TRR test, all the audio files from other speakers were used (word-uttered from nonauthorized speakers in each TAR test). The total number of genuine and impostor trials per each database (and per each proposed method) was 38 and 73 trials for the custom database and ELSDSR, respectively.

The proposed BLPOC algorithm was compared using four different feature threshold configurations: highest peak relationship, highest peak relationship-variance, highest peak relationship-average energy, and a total discrimination feature (highest peak relationship-variance-average energy).

Figure 8 shows the comparison of the algorithms using the custom database. The general TAR performance was nearly uniform for the first three proposed BLPOC feature threshold configurations. From highest peak relationship performance tests, an improvement (especially in TRR performance) is shown by adding the variance to the highest peak relationship. Thus, an unauthorized speaker had a probability of 85% to be rejected. Also, in comparison to highest peak relationship performance tests, an improvement of 9% is shown in TRR performance by using the highest peak relationship-average energy feature. On the other hand, taking into account all the decision thresholds (highest peak relationship, average energy, and variance ), 98.24% TAR performance and 87.17% TRR performance can be observed. Finally, the MFCC-HMM algorithm has 1.75% and 100% TAR and TRR performances, respectively (being, from comparative Table 2, the technique with the lowest probability to correctly verify a speaker as authorized).

On the other hand, Figure 9 shows the comparison of the algorithms using the ELSDSR database. It shows a performance improvement by adding threshold features to the highest peak relationship feature. In this sense, taking into account all feature thresholds, 93.75% TAR and 67.05% TRR can be observed. Finally, the MFCC-HMM algorithm has 8.97% TAR and 99.83% TRR performance (see comparative Table 3).

Table 2. Performance of algorithms with custom database.

<table>
<thead>
<tr>
<th>Highest peak relationship-variance-average energy performance</th>
<th>TAR</th>
<th>TRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>98.24%</td>
<td>87.17%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MFCC-HMM algorithm performance</th>
<th>TAR</th>
<th>TRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.75%</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Performance of algorithms with ELSDSR database.

<table>
<thead>
<tr>
<th></th>
<th>Highest peak relationship-variance-average energy performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TAR</td>
</tr>
<tr>
<td>MFCC-HMM</td>
<td>93.75%</td>
</tr>
</tbody>
</table>

As mentioned above, from Figure 8 and Figure 9, a performance improvement can be observed by applying different feature threshold configurations. Thus, as expected, the appliance of appropriate decision thresholds to the BLPOC function determines when to authorize a speaker or not.

The inherent frequency band is traditionally extracted by analyzing the DFT of the prestored speech signal [19]. However, to avoid inconsistencies in the BLPOC function depending on which is the prestored and the input speech signal, the proposed algorithm detects the inherent frequency band in the cross-phase spectrum (see Section 3.3).

From comparative Table 2 and Table 3, the superior configuration of the proposed algorithm has a better performance with the custom database than the ELSDSR database. The MFCC-HMM algorithm has the lowest probability of correctly verifying a speaker in both databases. Thus, the amount of training data plays an important role in the efficiency of traditional statistical methods. In this sense, since there is not a “formal training step” in the proposed algorithm, the selected acceptance section at every decision threshold represents a limited data training step. From the results, the BLPOC function, by setting some threshold configurations, can be offered as a limited data automatic speaker verification technique.

5. Conclusion

In this paper a new method was proposed for limited-data automatic speaker verification using the BLPOC function. Taking into account the performance tests, about 98% TAR and 87% TRR in the custom database and 93% and 67% respectively in the ELSDSR database can be achieved. The MFCC-HMM algorithm rejects almost every speaker. This specific result supports that with limited data, especially for training, the HMM traditional speaker verification method can provide an inferior performance. Therefore, a fair comparison of the proposed algorithm could be against other limited-data speaker verification methods.

Although the BLPOC function is an efficient method traditionally used in human identification by image matching, this is an effective method for a speaker verification system with limited-data conditions. From the results, the BLPOC function could be applicable in other sound signal biometric tasks where limited data exist.
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