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Abstract: The single-source shortest path problem arises in many applications, such as roads, social applications, and computer networks. Finding the shortest path is challenging, especially for graphs that contain a large number of vertices and edges. In this work, we propose a novel hybrid method that first sparsifies a given graph by removing most edges that cannot form the shortest path tree and then applies a classical shortest path algorithm to the sparser graph. Removing all the edges that cannot form the shortest path tree would be expensive since it is equivalent to solving the original problem. Therefore, we propose an iterative bioinspired algorithm, namely the Physarum algorithm, as the first stage to sparsify the graph. We prove that the resulting sparser graph always contains the shortest path tree of the original graph. Next, a state-of-the-art algorithm such as Dijkstra’s is applied to find the single-source shortest path on the resulting graph. The proposed method is therefore a two-stage hybrid algorithm and it computes the single-source shortest path exactly. We compare the accuracy and solution time of the proposed hybrid method against state-of-the-art implementation of Dijkstra’s algorithm and the BFS algorithm on directed weighted and unweighted graphs, respectively, as a baseline. The results show that the proposed hybrid method achieves a significant speed improvement compared to the baseline.
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1. Introduction

We consider the single-source shortest path problem in a directed graph with positive edge weights. It is a common problem that arises in many applications such as large road networks \cite{1}, wireless networks \cite{2}, social networks \cite{3}, multicast routing \cite{4}, and route information protocol \cite{5}. There are many studies to solve the single-source shortest path problem. Dijkstra’s algorithm \cite{6} is one of the most well-known algorithms to solve this problem on graphs with nonnegative edge weights. Let $G = (V, E)$ be a graph in which $V$ and $E$ are the sets of vertices and edges, respectively. Dijkstra’s algorithm has $O(|V|\log|V| + |E|)$ time complexity when a priority queue is utilized. We note that if the graph is unweighted (i.e. the edges have the unit weight), breadth-first search (BFS) is more efficient with a time complexity of $O(|V| + |E|)$. The Bellman–Ford algorithm \cite{7} is another well-known single-source shortest path algorithm, which allows negative edge weights and can detect negative cycles in a graph as well. However, it fails to find the shortest path for graphs containing negative cycles. It has $O(|E||V|)$ time complexity and is costlier than Dijkstra’s algorithm, especially for large graphs. Although those algorithms can accurately find the shortest path, they are computationally expensive. Therefore, many bioinspired algorithms have emerged, such as genetic \cite{8}, ant colony \cite{9}, and Physarum solver \cite{10} algorithms, to find the shortest path approximately.
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Physarum solver is a bioinspired method for finding the shortest path from a source to a target vertices. The method is developed based on the behavior of an amoeba-like organism, namely the true slime mold Physarum polycephalum. Placing food resources at two different locations of a maze, Physarum polycephalum absorbs nutrients and creates a path that approximates the minimum length between two resources via its biological structures [11]. Physarum solver is a flexible iterative algorithm in the sense that the execution of the algorithm can be terminated whenever the desired accuracy is reached. Furthermore, the paths that cannot connect the source and target vertices are eliminated in a few iterations. Moreover, it gradually eliminates the longer path and approximates the shortest path. Thus, it can detect shorter paths in addition to the shortest one. The mathematical model of Physarum was defined in [12, 13]. The Physarum model was extended in [14] for solving the shortest path tree problem in directed graphs. Recently, Zhang et al. [15] and Gao et al. [16] accelerated Physarum solver in order to solve single-source, single-target shortest path problems efficiently.

Physarum solver is used in various other applications. In [17], it is used to solve the Steiner tree problem, which is an NP-hard problem, by using its path-finding ability. Physarum solver is also used for identification of critical components in transportation networks [18]. Moreover, it is applied for solving the minimal exposure path problem in wireless sensor networks by converting the problem into the shortest path problem [19] and for routing protocols [20]. In another study [21], it was used for improving the ant colony algorithm. Those authors reported that their proposed method was more efficient and robust than the original ant colony algorithm. For solving the 0-1 knapsack problem, another Physarum-related algorithm was proposed in [22]. Furthermore, its adaptivity to solve the shortest path problems on dynamically changing graphs was used in network design in [23]. Another interesting application of Physarum solver is the traffic assignment problem [24]. In addition to its applications in various problems, recently we proposed a parallel implementation of Physarum solver for solving large-scale shortest path problems in multicore cluster environments [25] since it is inherently distributed and scalable.

In this paper, we use a variant of the Physarum solver algorithm in order to detect the edges that cannot form the shortest path tree and we propose a hybrid method, which comprises two stages. In the first stage, we sparsify the given graph by removing the edges that cannot be a part of the shortest path tree using Physarum solver. After obtaining a simpler graph, in the second stage, any classical algorithm such as Dijkstra’s can be used to find the shortest path (or paths). In this stage, we use the Dijkstra and BFS algorithms for directed weighted and unweighted graphs, respectively. Thus, the search space of the algorithm in the second stage is significantly reduced when compared to the original graph; as a result, the execution time is also significantly reduced. Moreover, the proposed hybrid method finds the shortest path exactly, even though, Physarum solver by itself finds the shortest path approximately. This underlines the accuracy of the hybrid method to find the shortest path exactly.

The rest of the paper is organized as follows. In Section 2, we give a description of the Physarum model, which leads to the Physarum solver algorithm and variants of the Physarum solver. In Section 3, we describe the proposed hybrid scheme and prove that it is guaranteed to find the exact shortest path. In Section 4, we present the performance and accuracy using a variety of graphs. Finally, we conclude with some remarks in Section 5.

2. Physarum model

Physarum polycephalum is an amoeboid organism that comprises a dendritic network of tube structures, which are analogous to neurons [26]. An important feature of Physarum polycephalum is the adaptation of its shape
to the environment [27] via a self-organizing collective decision-making process [28]. If food resources are placed at two different locations, Physarum is able to connect them. In experiments it is shown that the plasmodium of Physarum polycephalum approximates the shortest path between two locations in a maze [11]. Next, we give the mathematical model [13] of Physarum, which is called the Physarum solver. In this model, a maze can be considered as a graph.

Let $G = (V, E)$ be a connected graph where $V = \{V_i\}$ and $E = \{E_{ij}\}$ are the set of vertices and set of edges, respectively. The length of edge $E_{ij}$, which is between $V_i$ and $V_j$, is represented by $L_{ij}$. $G$ may be considered as a flow network in which the flow is coming from a source vertex into a target vertex. The variable $Q_{ij}$ presents the flux through the edge $E_{ij}$ and is computed by

$$Q_{ij} = \frac{D_{ij}}{L_{ij}}(p_i - p_j), \quad (1)$$

where $p_i$ is the pressure, $D_{ij}$ is the conductivity of edge $E_{ij}$, and $L_{ij}$ is the length of the edge. By applying Kirchhoff’s law at each node, we have

$$\sum_{(i,j) \in M} Q_{ij} = 0, \quad (j \neq 1, n), \quad (2)$$

where the source node is the first node and the sink node is the last node. For the source and target nodes, the following equations are obtained:

$$\sum_i Q_{i1} + I_0 = 0, \quad (3)$$

$$\sum_i Q_{in} - I_0 = 0, \quad (4)$$

where $I_0$ is the flux from the source node. The conductivity $D_{ij}$ changes with time with respect to the flux $Q_{ij}$. Eq. (5) is called the adaptation equation and describes the evolution of $D_{ij}(t)$:

$$\frac{d}{dt} D_{ij} = f(|Q_{ij}|) - D_{ij}, \quad (5)$$

where $f(|Q_{ij}|) = |Q_{ij}|$ since it guarantees that the method converges to the shortest path irrespective of the initial distribution of conductivities [13].

Poisson’s equation, which is the second rule for the flux, is obtained by using Eqs. (1) and (5) to compute the pressure of each vertex in Eq. (6):

$$\sum_i \frac{D_{ij}}{L_{ij}}(p_i - p_j) = \begin{cases} +1 & \text{if } j = 1 \\ -1 & \text{if } j = n \\ 0 & \text{otherwise.} \end{cases} \quad (6)$$

Eq. (6) can also be written in matrix form:

$$Ap = b, \quad (7)$$
where \( p = (p_0, p_1, p_2, \ldots, p_n)^T \) and \( b \) are the unknown and right-hand side vectors, respectively. \( A = (A_{ij}) \) given in Eq. (8) is a symmetric M-matrix, which was proved in [12]:

\[
A_{ij} = \begin{cases} 
\sum_{l \neq i} T_{il} & \text{if } i = j \\
-T_{ij} & \text{otherwise,}
\end{cases}
\]

where

\[
T_{ij} = \frac{D_{ij}}{L_{ij}}.
\]

Note that \( p_i \) can be computed by just solving Eq. (7). Then each \( Q_{ij} \) is obtained via Eq. (1).

2.1. Variants of the Physarum model

In this part, we describe variants of the Physarum model. The original Physarum solver approximates the shortest path from a single source to a single target vertex. The shortest path from a source vertex to a set of target vertices instead of a single target vertex can be given simply by modifying the original model as in [29]. In this generalization, \( DE \) represents the set of target nodes and Eq. (10) describes the flux from a source vertex to the target vertices:

\[
\sum_i \frac{D_{ij}}{L_{ij}} (p_i - p_j) = \begin{cases} 
(n - 1) & \text{if } j = s \\
-1 & \text{if } j = t \\
0 & \text{otherwise,}
\end{cases}
\]

where \( n \) is the cardinality of set \( DE \).

We recall that the original Physarum solver can be applied only on undirected graphs. A generalization to directed graphs was given in [14], which essentially replaces Eq. (6) by the following:

\[
\sum_i \left( \frac{D_{ij}}{L_{ij}} + \frac{D_{ji}}{L_{ji}} \right) (p_i - p_j) = \begin{cases} 
+1 & \text{if } j = s \\
-1 & \text{if } j = t \\
0 & \text{otherwise.}
\end{cases}
\]

In the proposed hybrid algorithm, the first stage combines the generalization in Eq. (10) into Eq. (11) and the system of equations in Eq. (12) is obtained since we aim to find the shortest path from a source vertex to all other vertices:

\[
\sum_i \left( \frac{D_{ij}}{L_{ij}} + \frac{D_{ji}}{L_{ji}} \right) (p_i - p_j) = \begin{cases} 
(n - 1) & \text{if } j = s \\
-1 & \text{if } j \in DE \\
0 & \text{otherwise.}
\end{cases}
\]

We note that

\[
T_{ij} = \frac{D_{ij}}{L_{ij}} + \frac{D_{ji}}{L_{ji}},
\]

and the matrix in Eq. (8) is still a symmetric M-matrix. Next, the pressure values are obtained by solving the linear system in Eq. (12). This essentially removes the directions of the edges when computing the pressure values, which is an approximation. In the next step, the flux and conductivity of the edges are updated using Eqs. (1) and (5), respectively, which still take directions into account.
3. Proposed hybrid method

In this section, a new hybrid algorithm is proposed in order to solve the single-source shortest path problem in directed graphs with positive edge weights based on the Physarum solver and a single-source shortest path algorithm, namely Dijkstra’s algorithm for weighted graphs and the BFS for unweighted graphs.

Dijkstra’s algorithm computes the exact single-source shortest path on graphs that have nonnegative edge weights. However, when the number of the vertices and edges is larger, it requires excessive computational time to find the shortest path even if those edges may not be a part of the shortest path. For instance, a graph may include many cycles and at least one edge on a cycle cannot be a part of the shortest path. Additionally, if the graph is complete, at least half of the edges cannot be a part of the single-source shortest path tree. If those edges are removed from the graph, the computational time of Dijkstra’s algorithm could be improved significantly without compromising its accuracy.

In our proposed algorithm, after the edges that cannot be a part of the single-source shortest path are determined by using the Physarum algorithm, a sparser graph is formed. Next, Dijkstra’s algorithm and the BFS are applied for weighted graphs and unweighted graphs, respectively, in order to find the single-source shortest path on the sparser graph. This leads to a significant reduction in the computational time of Dijkstra’s algorithm (or the BFS).

Now we prove a crucial theorem showing that Physarum solver eliminating edges whose fluxes are less than zero does not disturb the shortest path tree. First we need to prove a few lemmas, leading to the proof of our theorem.

Lemma 1 Any edge \( L_{ij} \) with negative flux \( Q_{ij} \) cannot be one of the edges forming the shortest path.

Proof The mathematical model of Physarum [10] based on Poiseuille flow and Krichooff’s laws is represented by an electrical circuit system [30]. In this representation, the electrical current passing from node \( i \) to node \( j \) is equal to the flux on edge \( L_{ij} \). The potential difference between node \( i \) and node \( j \) corresponds to the difference of the pressures \( (p_i - p_j) \). Therefore, a mapping from the Physarum network to an electrical circuit is constructed by Eqs. (14), (15), and (16):

\[
I_{ij} = Q_{ij}, \quad (14)
\]

\[
V_{ij} = p_i - p_j, \quad (15)
\]

\[
R_{ij} = \frac{L_{ij}}{D_{ij}}, \quad (16)
\]

where \( I_{ij} \) is the electrical current, \( V_{ij} \) is the potential, and \( R_{ij} \) is the resistance between vertex \( i \) and vertex \( j \). In other words,

\[
I_{ij} = \frac{V_{ij}}{R_{ij}} = \frac{D_{ij}}{L_{ij}}(p_i - p_j) = Q_{ij}. \quad (17)
\]

Therefore, Eq. (17) is a model of the flow thorough the tubes in the Physarum network (see Eq. (1)). We note that the flow direction is consistent with the edge orientation. If the potential difference between node \( i \) and node \( j \) is positive, the electrical current flows from node \( i \) to node \( j \) by Ohm’s law. Now we apply this information in the Physarum network. If the flux \( Q_{ij} \) of an edge \( L_{ij} \) is negative, it means that the flow moves from node \( j \) to node \( i \), which is the opposite of edge orientation. Thus, this edge cannot be on the shortest
path. In conclusion, the edge with negative flux cannot be one of the edges forming the shortest path from \( s \) to \( t \) since the orientation of the edge is not consistent with the flow direction.

\[ \square \]

**Lemma 2** Let \( G \) be a graph with positive edges. There is at least one edge on a cycle in \( G \) whose flux value is negative.

**Proof**

Let \( C \) be a cycle in \( G \) such that
\[
C = e_{ab}e_{bc}e_{cd} \ldots e_{za},
\]
where \( e_{ij} \) represents the edge connecting \( v_i \) and \( v_j \). We assume that the fluxes with respect to these edges on \( C \) are positive. By using Eq. (1) for edge \( e_{ab} \),
\[
Q_{ab} = \frac{D_{ab}}{L_{ab}}(p_a - p_b) > 0,
\]
and hence \( p_a > p_b \). If all fluxes on \( C \) are positive, then we obtain that
\[
p_a > p_b > p_c > p_d > \ldots > p_z > p_a.
\]
This is a contradiction. As a result, there has to be at least one edge on the cycle whose flux value is negative.

\[ \square \]

**Theorem 1** Let \( G \) be a connected graph. If we remove the edges whose flux values are less than zero and call the resulting graph \( G_s \), then \( G_s \) is a tree and the shortest path tree of the original graph \( G \) is a subtree of \( G_s \).

**Proof** First, we prove that \( G_s \) is a tree. In order to prove this, we will show that \( G_s \) does not contain any cycle and is connected. First, we will show that \( G_s \) does not contain any cycle. If all edges whose flux values are negative are removed from \( G \) and in a cycle there is at least one edge with negative flux by Lemma 2, at least one edge on a cycle is removed. Thus, the cycle is removed. Second, by Lemma 1, edges with negative fluxes cannot be on the shortest path. Therefore, removing such edges does not affect the connectivity of the graph since we only remove the edges that cannot be on the shortest path. As a result, \( G_s \) is a tree. Finally, since \( G_s \) includes all edges that may form the shortest path tree, the shortest path tree is a subtree of \( G_s \).

Now we give the pseudocode of the hybrid algorithm in Algorithm 1. The input of the algorithm is a graph \( G = (V, E) \), where \( V \) and \( E \) are the sets of vertices and edges, respectively. \( L \) is the corresponding adjacency matrix. In Line 3, the diagonal entries of \( L \) (i.e. self loops) are removed directly since the shortest path cannot include the same node. Then we apply the Physarum algorithm (Lines 8–13) in order to find the flux values (\( Q \) matrix). This is Stage1 of hybrid algorithm. In the Physarum model, Eq. (18), which is derived from Eq. (10) and Eq. (11), is used since our goal is to compute the shortest path from a source vertex to all other vertices. In our algorithm, the while loop is iterated only once in order to determine the direction of the flux. For determining more edges not forming the single-source shortest path, the number of the while loop iterations may be increased. The algorithm requires the solution of a sparse linear system of equations (Line 10). We use the same iterative linear system solver proposed in [25]. It is sufficient to solve the linear system with moderate accuracy and hence we stop the iterations when the residual norm relative to the norm of the
Algorithm 1 Hybrid shortest path algorithm.

1. **Data:** $G = (V,E)$ where $V$ and $E$ are the sets of vertices and edges, respectively, of the graph (which is represented as an adjacency matrix $L$), $s$ is the source vertex, and $n$ is the number of vertices.

2. **Result:** the single-source shortest path

3. $L_s = L - \text{diag}(L)$

4. //Physarum Algorithm

5. $D(0;1)$

6. $Q_0$

7. $p_0$

8. while a termination condition is not met do

9. $p_t$

10. Computing the pressures by Eq. (18)

11. $Q_{ij} \leftarrow \frac{D_{ij}}{L_{ij}} \times (p_i - p_j)$

12. $D \leftarrow (Q + D)/2$

13. end while

14. //Removing edges not forming the shortest path

15. if $Q_{ij} < \epsilon$ then

16. $L_{ij} = 0$

17. end if

18. //Dijkstra’s algorithm (or BFS) using $G_s$

19. [dist,path] = $\text{graphshortestpath}(G_s,s)$ where $G_s = (V,E_s)$ represented by $L^s$

---

right-hand-side vector is less than or equal to $10^{-3}$. After the flux values are computed, the edges whose flux values are less than $\epsilon$ (machine precision) are excluded (Lines 15–17) since they are practically zero. Therefore, the resulting graph $G_s$ is sparser, and by Theorem 1, $G_s$ includes all edges that form the shortest path tree. Therefore, finding the single-source shortest path on $G$ is equivalent to finding the single-source shortest path on $G_s$. Finally, Dijkstra’s algorithm (or the BFS) efficiently computes the shortest path using the simple and sparse input graph. We call the final stage Stage2 of the hybrid algorithm. To summarize, we present the flow of the algorithm in Figure 1.

To illustrate how the proposed method works, we give a small example. The example graph $G$ is given in Figure 2a. There are 6 vertices ($q_1$, $q_2$, $q_3$, $q_4$, $q_5$, and $q_6$) and 19 edges in this graph. We assume that $q_1$ is the source vertex and all edge weights are 1. In order to remove unnecessary edges, Stage 1 of the proposed method is applied. Therefore, after the edges that cannot form the shortest path tree are removed by following the steps in Algorithm 1, the resulting sparse graph, $G_s$, is obtained. In Figure 2b, $G_s$ is shown by all edges with solid and dashed lines and the shortest path tree is shown by only edges with solid lines. That is, the dashed edges belong to $G_s$, but are not in the shortest path tree. To sum up, there are eight edges in $G_s$ and only three of them are not included in the shortest path tree. Finally, the single-source shortest path is computed by BFS on the $G_s$ graph. If we choose the vertex $q_6$ as a target vertex, the shortest path from $q_1$ to $q_6$ is computed as $s = q_1 - q_5 - q_6 = t$. In the next section, we show the performance of the proposed method on larger graphs.
4. Results

In this section, we present the results of numerical experiments. In order to demonstrate the efficiency of the proposed algorithm, as a baseline method, we use the Dijkstra and BFS implementations of the `graphshortestpath` function available in MATLAB. The proposed hybrid algorithm is also implemented in MATLAB. All runs are performed on a computer with 2 x Intel Xeon E5-2650v3 (2.30 GHz) processors and 64 GB RAM on a CentOS operating system. The number of vertices, edges, and types of the graphs are given in Table 1. The first four graphs are generated by using the Erdos–Renyi model (`erdos.renyi.game` function [31] of igraph library in R language). The last four graphs, which are R-MAT graph models, are generated by using the PaRMAT library [32]. Diverse real graphs can be well approximated by these models [33]. In the dataset, the number of vertices varies from 3500 to 10000 and the number of edges varies from 6M to 50M. We use random and unit weights for the Erdos–Renyi and R-MAT graphs, respectively.
We evaluate the algorithms based on required time to solution as well as accuracy. In the hybrid algorithm, first, a sparser graph that does not contain the edges that cannot form the shortest path tree is formed. Figure 3 presents the number of edges of \( G \) (i.e. the original graph) and \( G_s \) (i.e. excluding the edges that cannot form the shortest path) for each graph. As shown in Figure 3, there are a large number of edges that cannot form the shortest path tree and the proposed algorithm identifies and removes such edges efficiently. Second, after removing a large number of unused edges in the shortest path tree, Dijkstra’s algorithm or the BFS is used to compute the single-source shortest path by the `graphshortestpath()` function in MATLAB. Therefore, Dijkstra’s algorithm or the BFS efficiently computes the single-source shortest path.

Next, we look into the required time for the proposed and baseline algorithms. The proposed hybrid algorithm consists of two stages. The required solution time of each stage as well as the required time for the baseline (Dijkstra or BFS algorithms) are shown in Table 2, in seconds. The algorithm detects the edges that are not a part of the single-source shortest path relatively quickly in Stage 1 and the required time for Stage 1 is given in Table 2. Stage 2 employs Dijkstra’s algorithm for weighted graphs (or the BFS for unweighted graphs) on a sparser graph. We note that the baseline is applied on the original graph while the same baseline is also applied on the sparser graph obtained after Stage 1. We observe that on average Stage 2 is 2.6 times faster than the baseline algorithm. The reason for this is that the search space in Stage 2 is significantly reduced when compared to the search space in the baseline algorithm. We also note that for graph Rmat3, the number of the edges removed from the graph in Figure 3 is larger and therefore the required time for Stage 2 is significantly reduced for this graph. Now we look into the results in terms of the required total solution time. Total solution time of the hybrid algorithm is the sum of two stages, namely Stage 1 and Stage 2. Figure 4 presents the total solution time of the Dijkstra/BFS and the hybrid algorithm for each test graph separately. As shown in Figure 4, the required time for the hybrid algorithm is significantly less than that for Dijkstra’s algorithm/BFS for all test graphs. In fact, the proposed hybrid algorithm is about 1.9 times faster than Dijkstra’s algorithm on average. Removing the edges that cannot form the shortest path tree saves a significant amount of time. When the size of the graph increases, the required time also increases, as expected.

Now we look into the results in terms of accuracy. We compute the shortest path from the source vertex to the other vertices. The hybrid algorithm and the Dijkstra/BFS algorithm compute exactly the same shortest path with the same distance. On the other hand, if one had used the Physarum algorithm alone to find the shortest path, it would be only an approximation [34].
Table 2. Time (in seconds, rounded to two decimal places) for hybrid and Dijkstra (or BFS) algorithms. Hybrid algorithm consists of two stages and the required time for each stage is also shown.

<table>
<thead>
<tr>
<th>Graph name</th>
<th>Hybrid algorithm</th>
<th>Baseline algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stage1</td>
<td>Stage2</td>
</tr>
<tr>
<td>Rmat1</td>
<td>0.94</td>
<td>0.87</td>
</tr>
<tr>
<td>Rmat2</td>
<td>1.10</td>
<td>1.04</td>
</tr>
<tr>
<td>Rmat3</td>
<td>1.97</td>
<td>0.39</td>
</tr>
<tr>
<td>Rmat4</td>
<td>2.61</td>
<td>0.88</td>
</tr>
<tr>
<td>Erdos1</td>
<td>2.88</td>
<td>6.19</td>
</tr>
<tr>
<td>Erdos2</td>
<td>3.83</td>
<td>8.35</td>
</tr>
<tr>
<td>Erdos3</td>
<td>4.77</td>
<td>10.48</td>
</tr>
<tr>
<td>Erdos4</td>
<td>5.99</td>
<td>13.18</td>
</tr>
</tbody>
</table>

Figure 3. Total number of edges for the adjacency matrices corresponding to the original (G) and sparsified (Gs) graphs.

Figure 4. Time in seconds of Dijkstra (or BFS) and hybrid algorithms for each test graph.

5. Conclusions
Finding the shortest path from a single-source vertex to all other vertices is an important problem with many applications requiring significant computation power, especially for large problems. However, there could be many edges in the graph that cannot possibly be on the shortest path. Such edges drastically increase the solution time of the single-source shortest path algorithms. Motivated by this, we propose a two-stage hybrid method. In the first stage, a large number of edges that are not a part of the single-source shortest path tree are removed by using the *Physarum* algorithm, which is inherently distributed and scalable. We claim and prove that the graph after removing all of those edges is a tree and it contains the shortest path tree of the original graph. Next, in the second stage, either Dijkstra’s algorithm or the BFS is applied to compute the single-source shortest path using the simple and sparser tree obtained in the earlier stage. Thus, Dijkstra’s algorithm (or the BFS) efficiently computes the single-source shortest path since the search space of the algorithm is significantly reduced by *Physarum*. We compare our results against the state-of-the-art implementation of Dijkstra’s algorithm for weighted and the BFS for unweighted graphs as a baseline using a number of test problems generated based on Erdoes–Renyi and RMAT models. Experimental results show that the hybrid method is about two times faster than the baseline on average. As future work, we also note that the Dijkstra and BFS algorithms in the second stage of the proposed hybrid method can be replaced with any other available shortest path algorithm.
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