Development of intelligent decision support system using fuzzy cognitive maps for migratory beekeepers
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Abstract: This study presents the development of an intelligent information system using fuzzy cognitive maps that provides information to migratory beekeepers about the nectar flow and climate conditions in the regions they will visit. Beekeeping is an agricultural activity essentially focused on honey production. High honey yields in beekeeping can be achieved through migratory beekeeping. Migratory beekeepers complete the honey production season by carrying their hives to regions with high nectar flow. Beekeepers decide on the regions they will visit based on their previous experiences. In this study, a software-based system that provides information to the beekeepers about the honey yield in the regions they will visit has been developed. It is an intelligent information system developed using fuzzy cognitive maps that helps the beekeepers in choosing the region they will visit.
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1. Introduction

Honey bees are creatures that directly or indirectly make substantial ecological contributions. Around the world, 35% of crop production for human food depends on pollination by insects, and 75% of this production is plant species of vital importance, especially for humans [1]. The economic value of pollination by insects around the world amounts to about €153 billion per annum [2]. Bees are among the most important pollinators. Honey bees are estimated to be effective in the pollination of 80% of agricultural crops in Europe [3]. Honey bee products such as honey, royal jelly, bee wax, bee pollen, bee venom, and propolis all hold a special place in the lives of people. Some products are used in the pharmaceutical industry, while others are used as nutrients due to the enzymes they contain [4]. Nectar-producing plants, used by honey bees to produce honey, vary from one region to another. Given its geographical location, climate conditions, and vegetation, Turkey holds a very convenient position for beekeeping activity [5]. With the spring months coming, the bloom period of plants with nectar and pollen production potential starts. The bloom period varies depending on the plant species, time, and altitude. Migratory beekeepers perform their beekeeping activities by following the bloom periods, based on their previous experiences. Migratory beekeeping is necessary for generating higher economic income in beekeeping [6].

Fuzzy cognitive map (FCM) is a method used for modelling complex systems through the use of existing knowledge and human experience. FCM is used to predict the behaviour of a system, to test the influence of
parameters, and to analyse and simulate the system. FCM performs modelling using a connection matrix based on experience. The adaptation of the weight matrix is carried out through supervised learning, unsupervised learning, and hybrid learning. Among these learning models, the most preferred one in the literature is the nonlinear Hebbian learning algorithm. The second most preferred one is the genetic algorithm-based learning model [7]. In 2014, a decision support system with a user interface was developed for renewable energy resources in Greece. The system was used to plan local energy investments and define profitability rates [8]. FCM was also used in predicting the yield in cotton crop production in a precision agriculture application [9]. Besides these, FCM was also successfully used in predicting the yield of apple crops. After developing the weight matrix, the learning of the system was done with a nonlinear Hebbian algorithm [7]. FCM was also frequently used for medical diagnosis in the healthcare sector [10–12] as well as in the medical decision-making processes [13].

Intelligent information systems are systems where human behaviours considered “intelligent” are transferred to software tools by means of artificial intelligence techniques. Such systems help experts/decision makers use reasoning knowledge and inference methods. The other class includes agents, which are structured as soft-bots and knowbots. There is also a study on the design of a decision support system that gave advice to decision makers [14]. In the last 30 years, the loss of high-quality soil due to the use of fertilizers and pesticides has reached threatening dimensions. The soil nitrogen balance can be simulated by a knowledge base and an analytical modular part. The analytical part is built in a four-level structure consisting of eleven fuzzy systems. In this way, the recommended amount of fertilizer can be analysed and the soil quality can be preserved [15].

This study consists of the literature review given in the introduction as well as the following sections: selection of experts to work with the relevant stakeholders within the issue, the development of fuzzy cognitive map, implementation of the intelligent information system, testing, and conclusion.

2. Materials and methods
First, the subject of the study must be modelled conceptually to achieve success. Conceptual modelling is particularly preferred for environmental applications. Conceptual models can be used to explain relations, to test ideas and explore, and to control the inference and causality and identify information [16]. Conceptual models begin with gathering qualified information from stakeholders who have knowledge of the system operation and structure [17]. A methodological approach is used in the modelling process of this study. This approach consists of three basic steps. Step 1: Identifying stakeholders (institutes, agricultural development agencies, and academics). Step 2: With the selection of experts, identifying and determining the concepts and the nature of cause–effect relationships between these concepts. At this stage the conceptual map has been created. Step 3: The conceptual map created in the second step is applied and results are discussed.

As the first step in the methodology of the study, all stakeholders involved in the issue were considered in the selection of experts. Therefore, the agricultural credit cooperative of each province, which plans agricultural activities to make them sustainable and respectful to the environment and nature, was determined as the first stakeholder. The Beekeeping Research and Development Institute was chosen as the second stakeholder because of its academic studies on bee zoology, hive management, and efficiency. The last stakeholder consisted of beekeepers who do beekeeping as their only source of livelihood. These beekeepers are united within the Beekeepers Association. The second step of work started with experts chosen by these three stakeholders.

Honey production is the primary aim of beekeeping. However, it requires meeting various conditions inside and outside the hives. Factors that affect honey production can be counted as follows: number of bees in the colonies and their health condition; the number and intensity of nectar-producing plants in the region.
where the colonies are located; the age and fertility of the queen bees in the colonies; adaptation of bees to the region in terms of racial and morphological features; whether agricultural spraying has been performed around the region and, if so, the intensity of spraying.

There are various factors that cause a decrease in the number of honey bees. Viral diseases, fungal diseases, and environmental factors are among these [18–21]. American and European foulbrood diseases are among the endemic diseases [22]. There are also various local epidemics in beekeeping in the literature, the causes of which have not yet been explained or solved [23]. Mass bee losses are also among these endemics. According to the results of a German bee-monitoring programme, there is a significant relationship between mite infestation and winter losses of colonies [24]. A study conducted in Greece can be counted as one of the best studies on the negative impacts of global warming and seasonal changes on bee colonies. In that study, Bacandritsos et al. researched sudden mass death of bees and found that there were 5 different viruses that caused these deaths. Temperature and humidity fluctuations were among the reasons for virus formation [25].

The lifespan of honey bees varies depending on different periods of the year. In order to ensure the continuity of the hive, the queen bees must lay eggs consistently. The egg-laying capacity of the queen must be sufficient in order to achieve the sufficient number of bees for honey production [26].

Achieving success in beekeeping depends on the use of honey bee ecotypes that are suitably adapted to the region. Due to climate conditions, Turkey hosts various honey bee ecotypes [27]. Another important factor affecting honey production is agricultural spraying. Agricultural spraying in the regions where beekeeping activities are performed affects the genetic structure of bees. Exposure to pesticides for a long time even corrupts the gene structure of bees [28]. Nectar-producing plants in the beekeeping regions and the amount of nectar they yield are extremely important for honey production. Honey bees use nectar and pollen to make honey as well as to feed the brood [29].

A study conducted in Turkey by the General Directorate of Forestry examined the amounts of pollen and nectar in honey samples of 100 g. Based on the amounts, a classification was developed, resulting in two categories: nectar production and pollen production [30,31]. In the report, the potential was labelled as “dominant” in cases where the amount of nectar or pollen available in 100 g of honey was equal or over 45 g. In the same way, it was labelled as “secondary” when the amount available was between 16 and 45 g, and as “minor” when the amount was between 3 and 15 g. The label “trace” was used for nectar or pollen amounts less than 3 g in 100 g of honey.

The team of experts from stakeholders were asked to rank pollen- and nectar-producing plants’ effects on honey production. In the survey, questions were asked consisting of five membership functions (Low, Little low, Medium, Little high, High) as in FCM. The values from each expert were reduced to a single value using weighted average method (the nectar or pollen that takes values in the interval [−1, 1]).

The effect of nectar-producing plants on honey production was 0.65, while that of pollen-producing plants was 0.35. Since it is the honey production we take into consideration, nectar and pollen potentials must be estimated separately for each plant species. In Eq. (1), \( N_i \) represents the nectar rate of a nectar-producing plant species, while \( N_{ic} \) represents the coefficient that measures the effect of nectar on honey production. Likewise, \( P_i \) represents the pollen rate of a plant species with pollen potential, while \( P_{ic} \) represents the constant that determines the effect of pollen on honey production. Eq. (1) estimates the nectar flow coefficient \( N_{y} \). While calculating the coefficient, other factors were not taken into account.
FCM is a combination of fuzzy logic and cognitive mapping \[32\]. FCM includes factors, i.e. concepts/nodes. These factors are important elements of the mapped system and they are linked. FCM also includes arcs that represent causal relationships between the factors. Direct arcs are labelled with fuzzy values in the interval \([0, 1]\) or \([-1, 1]\) and this represents the strength of impact between the concepts. The fuzzy part allows us to define the degree of causality of the link between the concepts of these diagrams \[33\]. Moreover, causality is inferred by positive (+) and negative (–) signs on each nodal link. Positive causality is represented with (+value), negative causality is represented with (–value), while 0 indicates that there is no causal interaction. FCM can model the link between the concepts in the problem space through the use of weight matrix. The problem can be transferred to a computer environment by computing the link between the concepts. The reason for using FCMs in this study is the requirement of user information and the need for digitizing experience-based information received from the experts. Favourable results can be obtained in FCM through learning the weight matrix. Therefore, nonlinear Hebbian learning was preferred.

In this study, while choosing the concepts for the FCM, factors that affect honey production were taken into account. The concepts were identified by experts selected from the stakeholders. Since no information was obtained about agricultural spraying, it was not included in the concepts. Because of the unauthorized use of pesticides by our agricultural producers, agricultural pesticide information has been regarded as invalid information and this information has not been included in the system. The cause–effect relationships between concepts were determined by experts. Furthermore, limit values for the concepts (membership functions) can be determined by experts. The operating principle of intelligent decision support system is given in Figure 1 as a block scheme. The weight matrix has taken the initial values from the survey results created by experts selected from the stakeholders. Users answer 12 questions about their bee colony at first. These answers are fuzzified by PHP functions running in the background. Meteorological data obtained from State Meteorology Directorate is also fuzzified.

The names of plants containing nectar or pollen, altitude range where it grows, flowering period, and density are saved to the mySql database. This information is fuzzified for FCM automatically when user selects the city they want to go to. FCM, which is developed using user data, nectar–pollen data, and meteorological data, runs with a nonlinear Hebbian learning algorithm until a specified stopping criterion is met. The stopping criterion was determined according to the difference in the error occurring in each iteration. Once the stopping criterion is met, the system shows the state vector to the user in an understandable manner. Membership functions representing the concepts are chosen based on the responses of experts. Membership functions for concepts are determined by types and by experts who will be formed in how many membership functions. Table 1 shows the concepts used in this study.

The state vector consists of the concepts given in Table 1. Experts have said that some of the concepts lack a unit and should be expressed with crisp values instead of membership functions. Limit values of the concepts represented by membership functions are given in Table 2. Membership functions of distribution are determined by the feedback received from trial and error and experts.

C1 and C2, concepts expressing nectar and pollen plants, are calculated according to Eq. (1). Because of the variation of nectar and pollen plants, the calculation results can be very different. C1 and C2 are given in percentiles (%) and so the value obtained from equation is converted into the range of percentiles. Crisp values are determined for C13, C14, and C16, which are not represented by a membership function. These crisp...
values vary depending on the selected region. The crisp value for C13 is 1 if bee morphology and ecotype is selected properly. Otherwise the crisp value for concept C13 is 0.3. If the selection of the bee morphology is not appropriate for the region, bees cannot collect enough pollen or nectar from flowers. Moreover, bee ecotypes must be appropriate for the region. Likewise, if the correct bee race is selected, the crisp value of C14 is 1. Otherwise the crisp value for C14 is 0.2. It is not possible to produce intermediate values for these two concepts because these concepts define the basic requirements for beekeepers. Beehive type (C16) is assessed according to Eq. (2).

\[
C_{16} = \begin{cases} 
1 & \text{if } C_{16} = \text{Thermo – Special Beehive} \\
0.8 & \text{if } C_{16} = \text{Modern Beehive} \\
0.2 & \text{if } C_{16} = \text{Primitive Beehive etc.}
\end{cases}
\]

In the FCM, the values of concepts are represented by the state vector \((A_i)\) [34]. Since C3, C4, C5, and C6 include meteorological data, they were obtained from the state meteorological service. The data includes information from the last 50 years. C18 (honey production) constitutes the output of the information system. In the present study, the output was represented with 3 membership functions. Defined as low, medium, and high, these membership functions offer information to the user about the amount of honey to be produced. These membership functions were designed as 0–10, 10–20, and above 20. These concepts are also called output decision concepts [35]. Membership functions of concepts are determined according to experts’ opinions. Trapezoidal
Table 1. Concepts of the fuzzy cognitive map.

<table>
<thead>
<tr>
<th>Concepts</th>
<th>Number of Membership Function</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1: Nectar-producing plants</td>
<td>Three membership functions</td>
<td>%</td>
</tr>
<tr>
<td>C2: Pollen-producing plants</td>
<td>Three membership functions</td>
<td>%</td>
</tr>
<tr>
<td>C3: Average temperature</td>
<td>Three membership functions</td>
<td>°C</td>
</tr>
<tr>
<td>C4: Sunshine duration</td>
<td>Three membership functions</td>
<td>hour</td>
</tr>
<tr>
<td>C5: Number of rainy days</td>
<td>Three membership functions</td>
<td>day</td>
</tr>
<tr>
<td>C6: Average precipitation</td>
<td>Three membership functions</td>
<td>kg/m²</td>
</tr>
<tr>
<td>C7: Population size of adult worker bees</td>
<td>Five membership functions</td>
<td>cm²/colony</td>
</tr>
<tr>
<td>C8: Brood population size</td>
<td>Five membership functions</td>
<td>cm²/colony</td>
</tr>
<tr>
<td>C9: Age of the queen bee</td>
<td>Three membership functions</td>
<td>month</td>
</tr>
<tr>
<td>C10: Egg-laying capacity of the queen bee</td>
<td>Five membership functions</td>
<td>%</td>
</tr>
<tr>
<td>C11: Viral diseases</td>
<td>Five membership functions</td>
<td>%</td>
</tr>
<tr>
<td>C12: Fungal diseases</td>
<td>Five membership functions</td>
<td>%</td>
</tr>
<tr>
<td>C13: Morphological characteristics and ecotypes of bees</td>
<td>Crisp Value</td>
<td>None</td>
</tr>
<tr>
<td>C14: Bee race</td>
<td>Crisp Value</td>
<td>None</td>
</tr>
<tr>
<td>C15: Beekeeper experience</td>
<td>Five membership functions</td>
<td>Year</td>
</tr>
<tr>
<td>C16: Hive type</td>
<td>Crisp Value</td>
<td>None</td>
</tr>
<tr>
<td>C17: Flight frequency of worker bees</td>
<td>Five membership functions</td>
<td>%</td>
</tr>
<tr>
<td>C18: Honey production</td>
<td>Three membership functions</td>
<td>kg/colony</td>
</tr>
</tbody>
</table>

Table 2. Limit values of the concepts.

<table>
<thead>
<tr>
<th></th>
<th>Nectar-producing plants (%)</th>
<th>Pollen-producing plants (%)</th>
<th>Average temperature (°C)</th>
<th>Sunshine duration (hours)</th>
<th>Number of rainy days (days)</th>
<th>Average precipitation (kg/m²)</th>
<th>Honey production (kg/colony)</th>
<th>Age of the queen bee (months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0–30</td>
<td>0–30</td>
<td>0–10</td>
<td>0–3</td>
<td>0–15</td>
<td>0–30</td>
<td>0–10</td>
<td>0–12</td>
</tr>
<tr>
<td>High</td>
<td>60–100</td>
<td>50–100</td>
<td>&gt;20</td>
<td>&gt;6</td>
<td>&gt;25</td>
<td>&gt;60</td>
<td>&gt;20</td>
<td>&gt;36</td>
</tr>
<tr>
<td></td>
<td>Population size of adult worker bees (cm²/colony)</td>
<td>Brood population size (cm²/colony)</td>
<td>Egg-laying capacity of the queen bee (%)</td>
<td>Viral diseases (%)</td>
<td>Fungal diseases (%)</td>
<td>Beekeeper experience (years)</td>
<td>Flight frequency of worker bees (%)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0–20</td>
<td>0–20</td>
<td>0–20</td>
<td>0–10</td>
<td>0–10</td>
<td>&lt;3</td>
<td>0–10</td>
<td></td>
</tr>
<tr>
<td>Little High</td>
<td>50–70</td>
<td>50–70</td>
<td>55–75</td>
<td>50–75</td>
<td>40–60</td>
<td>10–15</td>
<td>50–70</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>&gt;70</td>
<td>&gt;70</td>
<td>&gt;75</td>
<td>&gt;75</td>
<td>&gt;60</td>
<td>&gt;15</td>
<td>&gt;70</td>
<td></td>
</tr>
</tbody>
</table>

or triangular membership functions were used for different concepts. Figure 2 shows the membership functions created as a result of qualified information received from experts.
Figure 2. Determination of membership functions of concepts for cognitive map.
A weight matrix containing the relationships between concepts was created with 15 experts including 5 from each of the stakeholders. The effects of each concept on other concepts were examined while creating the weight matrix. In the survey carried out for this purpose, experts’ opinions were represented with if-then rules. As a result of this survey, a weight matrix representing the causality relationships between the concepts was obtained ($W_{ij}$). In this way, a matrix of $W_{ij} = 18 \times 18$ was obtained. The link between the concepts is used to update the FCM’s state vector. Updating was done by multiplying the state vector $A_i$ by the values of related weight matrix $W_{ij}$. In addition, the calculation involves the sum of the previous value of the state vector. Eq. (3) shows the formulation:

$$A^{(k)} = f(A^{(k-1)} + \sum A^{(k-1)} \times W_i)$$

where $A^{(k-1)}$ is the previous value of state vector and $W$ is the weight matrix. A threshold function is used for transferring the values obtained to the new state vector $A(k)$. Eq. (4) represents the threshold function. Since the state vector has positive values in the range $[0, 1]$, a sigmoid threshold function was used in this study.

$$W_{ji} = \int \frac{y^2 \mu(y)dy}{\int y \mu(y)dy}$$

The threshold function guarantees that the values of state vector are in the range $[0, 1]$. Figure 3 shows the fuzzy cognitive map specially designed for the problem in this study. An improved FCM algorithm can be used for modelling with high uncertainty [9]. Eq. (5) represents the updating formulation for the improved state vector. In this study, Eq. (5) is used to update the state vector.

**Figure 3.** Fuzzy cognitive map.
\[ A_i(k + 1) = f((2A_i(k) - 1) + \sum_{j=1}^{N} (2A_j(k) - 1) \times W_{ji}) \quad (5) \]

where \( N \) is the number of concepts and \( k \) indicates the iteration step. The state vector is computed iteratively. The iteration stops when the state vector reaches a stable state. \( Ak = Ak - 1 \) or \( Ak - Ak - 1 \leq e \) is required to stop simulation. Here \( e \) indicates the acceptable error rate (\( e = 0.001 \)). The weight matrix in the FCM representing the link between the concepts must be trained. The learning stops when the acceptable error rate is reached. In the present study, among the unsupervised learning approaches, a nonlinear Hebbian learning algorithm is used for the learning of the weight matrix. Immediately after updating the state vector, the weight matrix is updated through the use of the nonlinear Hebbian learning algorithm. In this algorithm, learning rule, learning parameter \( n_k \), and weight decay parameter \( y \) are used. Eq. (6) shows the nonlinear Hebbian learning algorithm.

\[ W_{ji}^{(k)} = yW_{ji}^{(k-1)} + n_k A_i^{(k-1)} \left( A_j^{(k-1)} - \left( W_{ji}^{(k-1)} W_{ji}^{(k-1)} A_i^{(k-1)} \right) \right) \quad (6) \]

The nonlinear Hebbian learning algorithm is calculated for all the values in the weight matrix with a value relation. Values that have no value–no relation remain 0, which is the initial value.

3. Experimental results

The intelligent information system was designed as a PHP-based website open to users who were granted permission. Users of the website are requested to provide information about the bees they have and to select a province where they would like to carry their hives (honeybeemonitoring.com/#sec3). Figure 4 shows a snapshot of the website.

Three different scenarios were used to test the information system. For the first scenario, the state vector is formed as follows: \( A^0 = [0.179 \ 0.164 \ 0.457 \ 0.23 \ 0.532 \ 0.125 \ 0.25 \ 0.125 \ 0.875 \ 0.875 \ 0.25 \ 0.25 \ 0.125 \ 0.15] \). For this scenario, disease is observed in the hives; the number of worker bees is small and their activity level is low; the number of broods is small; the queen bee is old and has low egg-laying capacity; the beekeeper has very little experience; the hive type is primitive, and the bee ecotype is not suitably adapted to the region. This selection is for Ankara Province. Ankara has a low average temperature (C3: 0.457) with a small number of sunny days (C4: 0.23) and a great number of rainy days (C5: 0.532). The meteorological data used in the information systems cover a period of 7 months. In order to obtain more accurate results from the system, and considering that beekeeping activities are not sustained during the whole year, such a limitation was used. It requires 11 iterations for the FCM with nonlinear Hebbian learning to reach the termination criterion. The final state vector is as follows: \( A^{11} = [0.128 \ 0.199 \ 0.149 \ 0.262 \ 0.738 \ 0.816 \ 0.286 \ 0.114 \ 0.277 \ 0.168 \ 0.355 \ 0.758 \ 0.5 \ 0.295 \ 0.123 \ 0.133] \). At this point, \( C_{18} \) (honey production) was 0.12. This means that honey production is at a very low level for the selected region and criteria. Figure 5 shows the values of the concepts over iterations.

For the second scenario, disease observed in the hives is at a low level; the number of worker bees and broods is average; the queen bee is middle-aged and has normal egg-laying capacity; the beekeeper is experienced; the hive type is modern and the bee ecotype is suitably adapted to the region. The initial state vector is as follows: \( A^0 = [0.189 \ 0.264 \ 0.557 \ 0.23 \ 0.632 \ 0.254 \ 0.5 \ 0.5 \ 0.35 \ 0.5 \ 0.5 \ 0.5 \ 1 \ 1 \ 0.5 \ 0.5 \ 0.75 \ 0.5] \). In this case, it requires 17 iterations for the decision support system to reach a stable state. The final state vector is \( A^{17} = [0.759 \ 0.778 \ 0.879 \ 0.8 \ 0.105 \ 0.121 \ 0.796 \ 0.817 \ 0.755 \ 0.756 \ 0.461 \ 0.55 \ 0.531 \ 0.5 \ 0.602 \ 0.76 \ 0.85] \). C18 (honey
production) was 0.635. This value indicates a season with a good level of honey production. Honey production per hive can reach up to 20 kg. Figure 6 shows the values of the concepts over iterations for this scenario.

![Intelligent Information System](image)

**Figure 4.** Intelligent information system website.

**Figure 5.** Changes in the concepts.

**Figure 6.** Changes in the concepts.
For the final scenario, the number of worker bees and broods is large; the flight frequency of worker bees is high; no disease is observed in the hive; the queen bee is young and has high egg-laying capacity; the beekeeper is highly experienced; the hive type is thermo (special hive), and the bee ecotype is suitably adapted to the region. The state vector for this situation is as follows: $A^0 = [0.179 \ 0.164 \ 0.557 \ 0.13 \ 0.732 \ 0.254 \ 0.875 \ 0.875 \ 0.7 \ 0.875 \ 0.125 \ 0.125 \ 1 \ 1 \ 0.875 \ 0.85 \ 0.875]$. It requires 44 iterations for the intelligent information system to reach a stable state. The final state vector after iterations is as follows: $A^{44} = [0.557 \ 0.408 \ 0.5 \ 0.514 \ 0.417 \ 0.477 \ 0.53 \ 0.52 \ 0.51 \ 0.48 \ 0.49 \ 0.5 \ 0.511 \ 0.59 \ 0.53 \ 0.13]$. C18 (honey production) was 0.86. Figure 7 shows the values of the concepts over iterations for this scenario. This value indicates a season with a very high level of honey production. Honey production per hive can reach more than 20 kg.

The intelligent information system was developed especially to help migratory beekeepers. Although the information system has a single output (C18 = honey production), it will be able to provide more detailed information about the region. Placing the hives at proper altitudes during the bloom periods will increase honey yield. Therefore, detailed information is given about the regions planned to be visited based on bloom periods and altitudes.

Another output of the information system is related to the honey type obtained in the regions. Honey is produced from the nectar-producing plants in the region where the hives are placed. Honey type depends upon the nectar potential of the plants. Five different types of honey are produced in Turkey [36]. These are chestnut honey, thyme flower honey, highland honey, pine honey, and citrus flower honey. This study provides information about the type of honey to be produced based on the data retrieved from the database about the nectar- and pollen-producing potentials of plants in the selected region.

4. Discussion and conclusion
The intelligent information system provides users with output information, such as the potential amount of honey to be produced, with the current bee colonies in the selected region, the type of honey, honey yield potential of the region (good, bad etc.), and optimum time and altitude for beekeeping in the selected region. It is continually updated with meteorological data during the operating period. With this feature, this study can be defined as a sustainable agricultural application.
In future work, geographical information systems will be included as a module to ensure more stable and real-time operation. Moreover, new wireless sensor networks will be established with sample beehives placed in certain locations in Turkey to get real-time data. With these networks, beehive parameters such as weight, temperature, humidity, amount of carbon dioxide, and the number of incoming and outgoing bees will be collected continuously. Thus, accuracy of the system will increase. Cloud-based web automation is considered as a choice to improve the software. The web automation will be designed as a framework to create a more flexible, dynamic, and scalable system.
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