The application of analytical mechanics in a multimachine power system
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Abstract: Analytical mechanics methods play an important role in determining the energy function and Hamilton realization of a system. In this paper, the Hamilton function of the system is obtained directly from the system differential equation by means of analytical mechanics. In addition, the system Hamiltonization process requires that the system must be even order, and the commonly used generator model is a single-axis third-order model. For this reason, the odd-order power system model is extended to an even-order system. The Hamilton function of the system is deduced with coordinate transformation and the generalized force. Then the standard form of Hamilton realization for the multimachine power system is given. Based on the basic principle of nonconservative analytical mechanics and the state feedback control law of the power system, the stability control law of the multimachine power system is designed, which makes the system become asymptotically stable in the neighborhood of the equilibrium point. The control of the IEEE 14 is simulated with MATLAB utilizing the proposed controller. The control effect of the controller under the three-phase short-circuit fault is subsequently studied in the simulation, wherein the effectiveness of the proposed control strategy is verified.
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1. Introduction

With the increasing scale of power systems and the increasingly complex structure of power grids, the problem of power system stability analysis and control becomes extremely prominent [1–3]. In recent years, the generalized Hamiltonian system theory has been studied in depth and this theory has extended applications in stability analysis and control design [4,5].

For a general nonlinear controlled system, the Hamiltonian system theory was applied to the general nonlinear control system for Hamiltonian realization [6]. The literature [7] proposed the concept of a pseudodeneralized Hamilton system with a wide range of application value. Moreover, the authors designed the excitation control strategy of the power system using energy balance and damping injection methods. On the basis of the transient energy function of a power system, the new Lyapunov function was proposed for the first time by Hamiltonian system theory, and the transient stability of a simple power system with cutting load regulation was analyzed [8]. The realization of Hamilton is the precondition and foundation of controller design, but the general sufficient conditions of traditional Hamiltonian realization are complex and difficult to be satisfied. In the literature [9], aiming at a single-machine infinite-bus system with steam-valve control, constant value
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realization, which is a pseudo-Hamilton realization with structure matrix as constant value, is used to express
the pseudo-Hamilton system, and the electromechanical disturbance controller of excitation and steam-value
coordinate controlled are designed for the first time. In the literature [10], the Hamilton energy function with
the concept of system oscillation energy is constructed, including the description of a multiple equivalent power
system of STATCOM in the generalized Hamilton system form. In order to provide suitable inertia and damping
ratio to suppress the oscillation of the power system, a virtual synchronous generator control algorithm based
on dissipative Hamilton control was designed in the literature [11]. The effectiveness of the control strategy is
verified by simulation and experiment. In [12], the stabilization control of time-varying controlled Hamiltonian
systems is studied by means of an energy forming method, and the problem of power system analysis with
periodic interference is discussed. In [13], the passive control method was used to realize the control of the
port-controlled Hamiltonian system, and the system’s stabilization control strategy was proposed to improve
the system performance.

The application of the energy function method in the stability and control of power systems has gained
considerable results. In [14], the influence of unit inertia variation on power system transient stability under
various operating modes was studied by deriving and analyzing the 2-machine system based on the transient
energy function method. The current research focus is how to establish the transient energy function, and
then use a variety of control algorithms for analysis and design [15]. In [16], a dynamic and practical model
with good accuracy for transient stability analysis is proposed. Based on this, the equivalent transient energy
function is constructed and the stability of the system is checked. Despite the Hamiltonian system theory based
on the energy function method being widely used in the power system, the specific construction process of the
Hamilton function from the dynamic differential equation of the power system was not given.

Utilizing the theory of analytical mechanics, we deduce the energy function of the mechanical system
and provide a method for the extension and further application of the energy function [17]. The Hamiltonian
system theory, which is based on analytical mechanics, has been studied in many fields, but it is rarely used in
the power system to get the corresponding Hamilton function.

In previous studies, analytical mechanics methods were commonly used in the field of machinery and
were less used in the field of electricity. In [18], from the view of energy, the author used the classical method
of analytical mechanics to analyze wind turbines. In [19], on the basis of the Lagrange equation in analytical
mechanics, the Lagrange equation is used to solve the RLC oscillation problem in the circuit. Both of these
papers get the Lagrange equation through the energy of system, and this method is difficult to apply to
multimachine systems.

In this paper, we study the Hamiltonian system in analytical mechanics and apply it to the dynamic
model of the odd-order power system. The Hamilton function of the power system is deduced and then the
corresponding control law is given. This method is not only used in single-machine systems; it also can be
applied to multimachine systems. Finally, the validity of the proposed control strategy is verified.

2. Basic theory

2.1. Basic theory

The Hamiltonian implementation of a nonlinear system can be described as follows:

\[
\dot{x} = \left[ J(x) - R(x) \right] \frac{\partial H}{\partial x} + g(x) u, \tag{1}
\]
where \( x \in \mathbb{R}^n \) and \( u \) are the state and the control input, respectively; \( H \) represents the Hamiltonian function; \( J(x) \) and \( g(x) \) are the structure matrix of the system, respectively; \( R(x) \) is the additional dissipative structure matrix. Moreover, \( J(x) \) and \( R(x) \) are the antisymmetric matrix and semisymmetric matrix, respectively.

From system (1), we can get
\[
\dot{\mathbf{x}} = \begin{bmatrix} J(x) & R(x) \end{bmatrix} \frac{\partial H}{\partial x} + u^T g^T(x) \frac{\partial H}{\partial x} \tag{2}
\]

Obviously, when \( u = 0, \dot{x} = [J(x) - R(x)] \frac{\partial H}{\partial x} \). Besides, if \( R > 0 \), then \( \dot{H} = - \left( \frac{\partial H}{\partial x} \right)^T R(x) \left( \frac{\partial H}{\partial x} \right) < 0 \).

That is to say, the total energy of the system, \( H(x) \), is quasi-Lyapunov function when \( u = 0 \). However, we usually study the stable point of the system when \( u \neq 0 \). Thus, we expand the system into
\[
\dot{x} = [J(x) - R(x)] \frac{\partial H}{\partial x} + g(x) u'' + g(x) u''', \tag{3}
\]
where
\[
u' = u'' + u'''. \tag{4}
\]

We supposed that \( \dot{x} \) satisfies
\[
[J(\bar{x}) - R(\bar{x})] \frac{\partial H}{\partial x} + g(x) u''' = 0 \tag{5}
\]
It is obvious that \( \dot{H}(\bar{x}) = 0 \) when \( \dot{H}(x) = H(x) - H(\bar{x}) \). Therefore, there is a control strategy \( u = -K g^T \frac{\partial H}{\partial x} \) that can make the nonlinear dynamic system (3) asymptotically stable in the neighborhood of stable point \( \bar{x} \).

### 2.2. The method of analytical mechanics

For \( 2N \) first-order differential equations, they can be expressed as
\[
\dot{x}_\mu = f_\mu(t, x_\nu), \mu, \nu = 1, \ldots, 2n \tag{6}
\]
Multiply the two ends of Eq. (6) by
\[
(\omega_{\mu\nu}) = \begin{bmatrix} 0_{n \times n} & -1_{n \times n} \\ 1_{n \times n} & 0_{n \times n} \end{bmatrix} \tag{7}
\]
and get the sum of \( \nu \) as follows:
\[
\omega_{\mu\nu} \dot{x}_\nu = F_\mu(t, x_\nu), \tag{8}
\]
where
\[
F_\mu = \omega_{\mu\nu} f_\nu \tag{9}
\]
If the function \( F_\mu \) can satisfy
\[
\frac{\partial F_\mu}{\partial x_\nu} = \frac{\partial F_\nu}{\partial x_\mu} \tag{10}
\]
Eq. (6) is self-adjoint [17]. Thus, Eq. (6) can be written as a Hamilton function:
\[
\omega_{\mu\nu} \dot{x}_\nu = \frac{\partial H}{\partial x_\mu} \tag{11}
\]
where $H$ is the Hamilton function \[20\]

$$H = x \mu \int_0^1 F_{\mu}(t, \tau x) \, d\tau$$  \hspace{1cm} (12)$$

Therefore, these first-order differential equations include $2N$ variable, $p_i$, and $q_i$. Moreover, they are a Hamilton canonical equation:

$$\dot{p}_i = -\frac{\partial H}{\partial q_i}, \quad \dot{q}_i = -\frac{\partial H}{\partial p_i}$$  \hspace{1cm} (13)$$

Hence, the system is energy-conservation and

$$\dot{H} = \left( \frac{\partial H}{\partial q_i} \right) \dot{q}_i + \left( \frac{\partial H}{\partial p_i} \right) \dot{p}_i = 0.$$  \hspace{1cm} (14)$$

If Eqs. (6) are not self-adjoint, we can introduce the generalized force $Q_i$,

$$\dot{q}_i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q_i} + Q_i$$  \hspace{1cm} (15)$$

3. Hamilton realization and controller design of a power system

3.1. Multimachine power system model

Consider the following $n$-generator power system

$$\dot{\delta}_i = \omega_i - \omega_0,$$  \hspace{1cm} (16)$$

$$\dot{\omega}_i = \frac{\omega_0}{M_i} \left( P_{mi} - D \left( \frac{\omega_i}{\omega_0} - 1 \right) - \sum_{j=1}^{n} E'_{qi} E'_{qj} B_{ij} \sin (\delta_i - \delta_j) - E'^2_{qi} G_{ii} \right)$$  \hspace{1cm} (17)$$

$$\dot{E}'_{qi} = -\frac{1}{T_{dhi}} \left( E'_{qi} - (x_{di} - x'_{di}) \sum_{j=1}^{n} E'_{qj} B_{ij} \cos (\delta_i - \delta_j) - u_{fi} - u_{f0} \right),$$  \hspace{1cm} (18)$$

where the subscription $i$ stands for the $i$-th generator, $\delta_i$ is the generator power angle, $\omega_i$ is the angular velocity of the generator, and $\omega_0$ is the synchronous speed. $x_{di}$ is the $d$-axis synchronous reactance of the generator, $x'_{di}$ is the $d$-axis transient reactance of the generator, and $x'_{di} < x_{di}$. $T_{dhi}$ is the $d$-axis transient open-time constant. $G_{ii}$ and $B_{ii}$ are self-conductance and mutual susceptance, respectively. $E'_{qi}$ is the $q$-axis transient potential of the generator. $P_{mi}$ is the mechanical input power and it is a constant. $u_{fi} + u_{f0}$ is the generator excitation input and $u_{f0}$ is a constant [20].

3.2. The process of Hamiltonian realization

For the system (16), (17), (18), we supposed that $\delta_i = M_i^\alpha \delta_i'$, where $\alpha$ is undetermined coefficient. Then we can get

$$\delta_i' = \frac{1}{M_i^\alpha} (\omega_i - \omega_0)$$  \hspace{1cm} (19)$$
\[
\dot{E}_q = \dot{E}_q'
\]
\[
\frac{1}{M_i^2} \dot{\omega}_i = \frac{\omega_0}{M_i^{\alpha+1}} P_{mi} - \frac{D}{M_i^\alpha} \delta_i' - \frac{\omega_0}{M_i^{\alpha+1}} \left( \sum_{j=1}^n E_{qj} E_{qj}' B_{ij} \sin (M_i^\alpha \delta_i' - M_i^\alpha \delta_j') + E_{qj}^2 G_{ii} \right)
\]  
(21)

\[
\dot{E}_q' = -\frac{1}{T_{dii}} \left( (x_{di} - x'_{di}) \sum_{j=1}^n \left( -\dot{E}_{qj} B_{ij} \cos (M_i^\alpha \delta_i' - M_i^\alpha \delta_j') + E_{qj}' B_{ij} \left( M_i^\alpha \delta_i' - M_i^\alpha \delta_j' \right) \sin (M_i^\alpha \delta_i' - M_i^\alpha \delta_j') \right) 
+ \dot{E}_{qj} - \dot{u}_{fi} \right)
\]
(22)

We multiply the two ends of Eqs. (19), (20), (21), (22) by \( (\omega_{\mu r}) = \left[ \begin{array}{ccc} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{array} \right] \)  
(23)

Then we can get

\[
\frac{1}{M_i^2} \dot{\omega}_i = -\frac{\omega_0}{M_i^{\alpha+1}} P_{mi} + \frac{D}{M_i^\alpha} \delta_i' + \frac{\omega_0}{M_i^{\alpha+1}} \left( \sum_{j=1}^n E_{qj} E_{qj}' B_{ij} \sin (M_i^\alpha \delta_i' - M_i^\alpha \delta_j') + E_{qj}^2 G_{ii} \right)
\]  
(24)

\[
-\dot{E}_q' = \frac{1}{T_{dii}} \left( (x_{di} - x'_{di}) \sum_{j=1}^n \left( -\dot{E}_{qj} B_{ij} \cos (M_i^\alpha \delta_i' - M_i^\alpha \delta_j') + E_{qj}' B_{ij} \left( M_i^\alpha \delta_i' - M_i^\alpha \delta_j' \right) \sin (M_i^\alpha \delta_i' - M_i^\alpha \delta_j') \right) 
+ \dot{E}_{qj} - \dot{u}_{fi} \right)
\]
(25)

\[
\dot{\delta}_i' = \frac{1}{M_i^\alpha} (\omega_i - \omega_0)
\]
(26)

\[
\dot{E}'_q = \dot{E}'_q
\]
(27)

For simplicity of calculation, we introduce the generalized force \( Q_i \) and \( Q'_i \):

\[
Q_i = -\frac{D_i}{M_i} \delta_i'
\]
(28)

\[
Q'_i = -\frac{1}{T_{dii}} \left( \dot{E}'_q - \dot{u}_{fi} \right) + \frac{\omega_0}{\sqrt{M_i}} 2G_{ii} E_{qj}' \delta_i' - \sum_{j=1}^n \omega_0 E_{qj}' B_{ji} \cos \left( M_i^{-1/2} \delta_j' - M_i^{-1/2} \delta_i' \right)
\]

\[
+ \frac{1}{T_{dii}} \left( x_{di} - \tilde{x}_{di} \right) \cdot \sum_{j=1}^n \left( B_{ji} \left( \dot{E}_{qj} \cos \left( M_i^{-1/2} \delta_j' - M_i^{-1/2} \delta_i' \right) \right)
\]

\[
- E_{qj}' \left( M_i^{-1/2} \delta_j' - M_i^{-1/2} \delta_i' \right) \sin \left( M_i^{-1/2} \delta_j' - M_i^{-1/2} \delta_i' \right) \right)
\]
(29)
In order to realize the Hamiltonization of the system, we construct the new control variable
and Eq. (30) among them, we can make the generalized variable:
To meet the self-adjoint conditions (10), we can get $\alpha = -1/2$.

Hence, we can get the Hamiltonian function of system (16), (17), (18) through Eq. (12):

$$H = \sum_{i=1}^{n} \left( \frac{1}{2} \left( \dot{q}_i^2 + \dot{E}_qi^2 \right) - \frac{\omega_q}{\sqrt{M_i}} P_{mi} \delta_i' \right) - \sum_{1 \leq i < j \leq n} \omega_q E_{qi} E_{qj} B_{ij} \cos \left( M_i^{-1/2} \delta_i' - M_j^{-1/2} \delta_j' \right)$$

$$+ \sum_{i=1}^{n} \left( \frac{\omega_q}{\sqrt{M_i}} G_{ii} \delta_i^2 - \frac{1}{2} \omega_0 B_{ii} E_{qi}^2 \right)$$

Among them, we can make the generalized variable:

$$q_i = \delta_i' = \sqrt{M_i} \delta_i, \bar{q}_i = E_{qi}'/\omega_q, \bar{p}_i = \delta_i'' = \sqrt{M_i} (\omega_q - \omega_0) \bar{p}_i = \dot{E}_qi''.$$ Then we get the Hamilton function as follows:

$$H = \sum_{i=1}^{n} \left( \frac{1}{2} \left( \dot{p}_i^2 + \bar{p}_i^2 \right) - \frac{\omega_q}{\sqrt{M_i}} P_{mi} \bar{q}_i \right) - \sum_{1 \leq i < j \leq n} \omega_0 \bar{q}_i \bar{q}_j B_{ij} \cos \left( M_i^{-1/2} \bar{q}_i - M_j^{-1/2} \bar{q}_j \right)$$

$$+ \sum_{i=1}^{n} \left( \frac{\omega_q}{\sqrt{M_i}} G_{ii} \bar{q}_i^2 - \frac{1}{2} \omega_0 B_{ii} \bar{q}_i^2 \right)$$

(31)

and Eq. (31) can satisfy Eq. (13).

In order to facilitate the calculation, we introduced $\xi_i$:

$$\xi_i = \frac{\omega_q}{\sqrt{M_i}} 2G_{ii} E_{qi} B_{ji} \delta_i' - \sum_{j=1}^{n} \left( \omega_q E_{qj} B_{ij} \cos \left( M_i^{-1/2} \delta_i' - M_j^{-1/2} \delta_j' \right) \right)$$

$$+ \frac{1}{T_{d0i}} \left( x_{di} - x_{d0i} \right) \sum_{j=1}^{n} \left( \dot{E}_q B_{ij} \cos \left( M_i^{-1/2} \delta_i' - M_j^{-1/2} \delta_j' \right) \right)$$

$$+ E_{qj} B_{ij} \left( M_i^{-1/2} \delta_i' - M_j^{-1/2} \delta_j' \right) \sin \left( M_i^{-1/2} \delta_i' - M_j^{-1/2} \delta_j' \right)$$

(32)

In order to realize the Hamiltonization of the system, we construct the new control variable

$$\dot{u}_f' = T_{d0i} \xi_i + \dot{u}_f.$$ (33)

Thus, the standard Hamiltonian realization equation is

$$\begin{pmatrix} \dot{q}_i \\ \dot{\bar{q}}_i \\ \dot{p}_i \\ \dot{\bar{p}}_i \end{pmatrix} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & -\frac{1}{\sqrt{M_i}} & 0 \\ 0 & -1 & 0 & -\frac{1}{T_{d0i}} \end{pmatrix} \begin{pmatrix} \frac{\partial H}{\partial q_i} \\ \frac{\partial H}{\partial \bar{q}_i} \\ \frac{\partial H}{\partial p_i} \\ \frac{\partial H}{\partial \bar{p}_i} \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1/T_{d0i} \end{pmatrix} u'.$$ (34)

In order to make the expression more concise, we introduce the vector: $x_i^T = ( \delta_i, \omega_i, E_{qi}' ), \zeta_i^T = ( \dot{\bar{q}}_i, \dot{\bar{p}}_i ),$ and $M (\zeta) = J (\zeta) - R (\zeta)$. The system can be written as

$$\dot{\zeta} = M (\zeta) \frac{\partial H}{\partial \zeta} + g (\zeta) u$$

(35)
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Among them, \( g = \begin{pmatrix} 0 & 0 & 0 & \frac{1}{T_{d0i}} \end{pmatrix}^T \), \( J(\zeta) = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix} \), \( R(\zeta) = \text{diag} \left( 0 & 0 & D_M & \frac{1}{T_{d0i}} \right) \).

For the system (34), \( q_i = \delta_i' = \sqrt{M_i} \delta_i, p_i = \dot{\delta}_i' = \sqrt{M_i} (\omega_i - \omega_0), \bar{p}_i = \dot{E}_{qi} \). The resulting Hamiltonian realization can show the function (16), (17), (18). It can be noted that seeking the second derivative will cause the original system to have a larger solution. In addition, the stability point of the system is not unique after the transformation, but contains the equilibrium point of the original system.

\[
\frac{\partial H}{\partial q_i} = -\frac{\omega_0}{\sqrt{M_i}} P_{mi} + \frac{\omega_0}{\sqrt{M_i}} G_{ii} E'_{qii}^2 - \frac{\omega_0}{\sqrt{M_i}} \sum_{i>j} \left( E'_{qi} E'_{qj} B_{ji} \sin \left( M_i^{-1/2} \delta_j' - M_j^{-1/2} \delta_i' \right) \right) - E'_{qi} E'_{qj} B_{ji} \sin \left( M_i^{-1/2} \delta_j' - M_j^{-1/2} \delta_j' \right) = -p_i = -\delta_j' 
\]

\[
\frac{\partial H}{\partial q_i} = -\omega_0 B_{ii} E'_{qi} + 2\omega_0 \sum_{i \neq j} E'_{qi} E'_{qj} G_{ii} - \omega_0 \sum_{i \neq j} E'_{qj} B_{ij} \cos (\delta_i - \delta_j) = -\bar{p}_i = \dot{E}_{qi} 
\]

3.3. The design of the controller

Hamilton’s system (34) can be analyzed in consideration of the design of the controller when the Hamiltonian realization process needs to satisfy the control condition (i.e. Eq. (33)).

The controller \( u''_{fi} \) satisfies \( \dot{u}''_{fi} = -K g^T \frac{\partial H}{\partial q_i} \), that is to say,

\[
u''_{fi} = \int_{t_0}^{t} \left( -K g^T \frac{\partial H}{\partial q_i} \right) dt + u''_{fi0} 
\]

We take \( K = K^T > 0, \dot{\zeta} = [M(\zeta) - g Kg^T] \cdot \frac{\partial H}{\partial q_i} \). Then it can be obtained that \( \dot{H} < 0 \), and \( H \) is not always constant in the neighborhood of the equilibrium point. Thus the dynamic system is asymptotically stable in the neighborhood of the stability point. Hence, the controller design idea is dividing the controller of system (16), (17), (18) into two parts, \( u_f = u''_{fi} + u'_{fi} \). \( u''_{fi} \) is part of the controller designed to meet the stability of the system at the stability point and \( u'_{fi} \) is part of the controller plan to satisfy the Lagrange function. Therefore,
we can obtain the part of the original system controller as follows:

\[
\begin{align*}
u'_{fi} &= -KgT \frac{\partial H}{\partial x} - \frac{2\omega_0}{\sqrt{M_i}} T_{d0i} G_{ii} E_{qi}' \delta_i' + T_{d0i} \sum_{j=1}^{n} \omega_0 E_{qj}' B_{ji} \cos \left( M^{-1/2} \delta_j' - M^{-1/2} \delta_i' \right) \\
&- \left( x_{di} - \bar{x}_{di} \right) \cdot \sum_{j=1}^{n} \left( B_{ji} \left( E_{qj}' \cos \left( M^{-1/2} \delta_j' - M^{-1/2} \delta_i' \right) \right) \\
&- E_{qj}' \left( M^{-1/2} \delta_j' - M^{-1/2} \delta_i' \right) \sin \left( M^{-1/2} \delta_j' - M^{-1/2} \delta_i' \right) \right) (41)
\end{align*}
\]

Then we can get the controller \( u_{fi} \) of the original system. Under the above control law, the system is asymptotically stable in the neighborhood of the stability point. The controller (41) is a full state feedback controller. In the specific project, the unmeasurable input signal of the controller can be switched to other measurable signals by using the equality relation in the power system, such as:

\[
\delta = \int_{t_0}^{t} (\omega - \omega_0) dt + \delta_0
\]

\[
E_{qi}' = U_{ti} + \frac{x_{di} Q_{ei}}{U_{ti}} - \left( x_{di} - x_{di}' \right) \frac{Q_{ei} U_{ti}}{U_{ti}^2 + x_{di} Q_{ei}}
\]

Among them, \( U_{ti} \) is the generator terminal voltage and \( Q_{ei} \) is the reactive power of the generator. In practice, these parameters are relatively easy to measure. Through the function (16), (17), (18), it is possible to obtain a control law that can make the system asymptotically stable and achievable in the neighborhood of the stability point.

4. Simulation

The control of the IEEE 14 is simulated and the system simulation model shown in Figure 1. \( \omega_0 = 2\pi f = 314rad/s \). The parameters of five generators are shown in the Table.

<table>
<thead>
<tr>
<th>Generators</th>
<th>( \delta/^{\circ} )</th>
<th>( E_{qi}'/pu )</th>
<th>( M/s )</th>
<th>( x_{di}/pu )</th>
<th>( x_{di}'/pu )</th>
<th>( T_{d0}/s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2219</td>
<td>1.0311</td>
<td>40</td>
<td>0.16</td>
<td>0.045</td>
<td>6.00</td>
</tr>
<tr>
<td>2</td>
<td>0.2493</td>
<td>1.0019</td>
<td>39.2</td>
<td>0.306</td>
<td>0.048</td>
<td>8.2</td>
</tr>
<tr>
<td>3</td>
<td>2.2716</td>
<td>1.0566</td>
<td>47.28</td>
<td>0.146</td>
<td>0.0608</td>
<td>8.96</td>
</tr>
<tr>
<td>4</td>
<td>19.7316</td>
<td>1.0502</td>
<td>12.80</td>
<td>0.8958</td>
<td>0.1198</td>
<td>6.00</td>
</tr>
<tr>
<td>5</td>
<td>13.1664</td>
<td>1.0170</td>
<td>6.02</td>
<td>1.3125</td>
<td>0.1813</td>
<td>5.89</td>
</tr>
</tbody>
</table>

Interference is a 3-phase ground short circuit at lines 6–13 near bus 13 at 1 s. The simulation time is 30 s and the numerical integration step is determined to be 0.05 s. The simulation results are shown in Figures 2–5. In the figures, ”Uncontrolled” indicates that the system controls the response curve as a constant; ”Controlled” indicates the response curve after adding the control variable \( u_{fi} \) at 1.5 s, which is satisfied by Eq. (30).

It can be seen that the \( \delta \), \( \omega \), and \( E_q \) of the generator fluctuate greatly in the fault state when the system is uncontrolled, and the stable state can be restored after a certain time. After adding the control, the fluctuation of the \( \delta \), \( \omega \), and \( E_q \) of the generator in the fault state is greatly reduced, and the time of stabilizing
the state is also reduced. Through the comparison of the response curve, it can be seen that using the control idea presented in this article can effectively enhance the speed of transient response and the stability of the system more significantly.
5. Conclusion
The Hamiltonian system is an important research object of nonlinear scientific research. The theory and method of analytical dynamics have been widely used in various fields, especially the Hamiltonian process, which can reflect the physical meaning of the Hamilton function.

This paper has done the following work:

1. The Hamilton function of the power system is obtained by the system extension and the coordinate transformation and the generalized force method. On this basis, a controller is designed that can stabilize asymptotically in the neighborhood of the equilibrium point.

2. The construction of a Hamiltonian function by analytic mechanics and the design process of the system stability controller are extended to the application of a multimachine system. The IEEE 14 is simulated and the control effect of the system under the three-phase short-circuit fault is compared.

3. The combination of nonlinear system and analytical mechanics plays an important role in the Hamiltonian realization and control of power systems. Future work is to apply this method of Hamiltonian realization and controller design to wind power generation system analysis and control and optimize the controller design.
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