Effect of load increase and power system stabilizer on stability delay margin of a generator excitation control system
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Abstract: This paper studies the impact of load increase and a power system stabilizer (PSS) on the stability delay margin of a single-machine-infinite-bus system including an automatic voltage regulator. An analytical method is proposed to determine the stability delay margin of the excitation control system. The proposed method first eliminates transcendental terms in the characteristic equation of the excitation system without making any approximation and transforms the transcendental characteristic equation into a regular polynomial. The key result of the elimination process is that the real roots of the new polynomial correspond to the imaginary roots of the transcendental characteristic equation. With the help of the new polynomial, it is also possible to determine the delay dependency of system stability and the root tendency with respect to the time delay. Delay margins are computed for various loading conditions and PSS gains. It is observed that the delay margin generally decreases as the PSS gain and load demand increase, resulting in a less stable system.

Key words: Generator excitation control, power system stabilizer, time delay, stability, delay margin

1. Introduction

This paper investigates the impact of load increase and power system stabilizer (PSS) on the time delay margin of generator excitation control system. The phasor measurement units (PMUs) and open communication networks have been extensively used in wide-area measurement/monitoring systems. This causes inevitable time delays, which include measurement and communication delays [1,2]. Such time delays may reduce the control system damping performance and could even cause instability if they exceed the upper bound or delay margin for stability [3–5]. Therefore, large time delays must be taken into account in stability analysis and controller design, and practical methods that enable us to determine delay margins should be developed.

In electrical power systems, each generator is equipped with a load frequency control (LFC) system and an automatic voltage regulator (AVR) to keep the system frequency and generator output voltage magnitude at a desirable range when changes are observed in real/reactive load demands [6–8]. Figure 1 shows the one-line diagram of the SMIB system that includes both the AVR and PSS, and Figure 2 illustrates its block diagram with a time delay block in the voltage feedback loop [8].
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Time delays observed in power systems consist of measurement and communication delays. The use of PMUs causes measurement delays, including voltage transducer delay and processing delay. The processing delay is the amount of time required in converting transducer data into phasor information with the help of the discrete Fourier transform (DFT) [1,9]. In power system control, the total measurement delay is reported to be on the order of milliseconds [1–3]. The total communication delays, especially in multiarea LFC systems, can vary from 10 to several hundred milliseconds [10–12]. There are several factors that affect the size of communication delays. These include communication means such as fiber-optic cables, power line carriers, telephone lines, etc., and phasor package size, transmission protocol used, and network load.

This work primarily aims to investigate how the load increase and addition of a PSS will affect the delay margin of the SMIB with AVR and focuses on the time delay observed in the terminal voltage feedback loop, shown as exponential block $e^{-s\tau}$ in Figure 2. It must be stated here that there will be a certain amount of time delay ($\tau_1$) in the PSS loop. This delay may or may not be equal to the delay in the voltage control loop. The inclusion of the delay in the PSS loop will result in another exponential term ($e^{-s\tau_1}$) in the characteristic equation. In this case, the characteristic equation will include incommensurate delay terms like $e^{-s\tau}$ and $e^{-s\tau_1}$ when $\tau_1 \neq \tau$ and commensurate delay terms like $e^{-s\tau}$ and $e^{-s(2\tau)}$ when $\tau_1 = \tau$. Delay margin computation of such a characteristic equation, including commensurate and incommensurate delay terms, is a difficult task and requires a significant amount of computational effort. Therefore, the delay in the PSS loop was neglected in this study to simplify the delay margin computation and to investigate the effect of the single voltage measurement delay on the dynamics of voltage control.

There are several methods for computing delay margins for stability of time-delayed dynamical systems. These methods can be grouped into 2 main types, namely frequency-domain direct and time-domain indirect methods. The main goal of frequency domain approaches is to compute all critical purely imaginary roots of
the characteristic equation for which the system will be marginally stable [13–15]. The frequency domain direct methods can obtain accurate delay margins for constant delays. However, they cannot be applied to stability analysis of time-delayed systems that include time-varying delays. This is a drawback of such methods. The indirect time-domain method utilizes the Lyapunov stability theory and linear matrix inequalities technique [16–18]. Such methods have been applied to estimate the delay margins of the wide-area damping controller [12,19] and LFC systems [11]. These methods can deal with both constant and time-varying delays. However, their delay margin results are more conservative as compared with ones obtained by frequency-domain direct methods [11,20]. Our previous studies clearly indicated that the direct method reported in [13] correctly estimated the delay margins of a generator excitation control system with a constant single delay [4,5], delay margins of load frequency control systems with constant communication delays [20], and a time-delayed DC motor speed control system [21]. In addition to these applications, this frequency-domain direct method was successfully applied to investigate the stability of other time-delayed systems such as mechanical systems [22–24], predator–prey systems [25,26], and a logistic model [27]. Such successful applications, together with correct estimation of delay margins, have motivated us to apply this method to a SMIB system with AVR and PSS.

The proposed method first eliminates exponential terms in the characteristic equation of the SMIB system without making any approximation and transforms the transcendental characteristic equation into a regular polynomial. The key result of the elimination process is that the real roots of the new polynomial correspond to the critical imaginary roots of the transcendental characteristic equation exactly. With the help of the new polynomial, it is also possible to determine the delay dependency of system stability and root tendency with respect to the time delay. An analytical formula is then derived to compute delay margins. The effect of load increase and PSS gain is investigated, and it is found that delay margin generally decreases as the PSS gain and load increase, indicating a less stable system.

2. Single-machine infinite bus system model

For delay margin computation, a linearized model of the SMIB system is required. Figure 3 shows the block diagram of the linearized flux-decay model with a fast exciter [8,28]. The expression for the parameters $K_1 - K_6$ can be found in [8]. Figure 4 illustrates the block diagram of the PSS that includes gain, washout filter, and lead-lag compensator [7,8,28,29]. The basic function of the PSS is to increase the stability limits by modulating

![Figure 3](image-url)  
**Figure 3.** Detailed block diagram of the SMIB system with AVR including a time delay [8,28].

![Figure 4](image-url)  
**Figure 4.** Block diagram of PSS [7,8,28].
the generator excitation to support damping for the rotor oscillations of synchronous machines. Using Figures 2–4, a time-delayed state-space equation model of the system could be easily obtained as

\[ \dot{x}(t) = A_0 x(t) + A_r x(t - \tau) + Bu(t), \]  

where \( x(t) = [ \Delta \delta \ \Delta \omega \ \Delta E'_q \ \Delta E_{fd} \ \Delta V_w \ \Delta V_{PSS} ]^T \) defines the state variable vector. The meaning of the state variables can be found in [8]. The system matrices are given as

\[
A_0 = \begin{bmatrix}
0 & \omega_0 & 0 & 0 & 0 & 0 \\
-\frac{K_F}{M} & -\frac{P}{M} & \frac{-K_P}{M} & 0 & 0 & 0 \\
-\frac{K_A}{T_A} & 0 & -\frac{K_A}{T_A} & \frac{1}{T_A} & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{T_A} & 0 & 0 \\
-\frac{K_F K_A}{MT_2} & -\frac{K_F D}{MT_2} & -\frac{K_F K_A}{MT_2} & 0 & -\frac{1}{T_w} & 0 \\
-\frac{K_F K_A T_A}{MT_2} & -\frac{K_F D T_A}{MT_2} & -\frac{K_F K_A T_A}{MT_2} & 0 & \left( \frac{1}{T_2} - \frac{T_1}{T_2 T_w} \right) & -\frac{1}{T_2}
\end{bmatrix};
\]

\[
A_r = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{K_A}{T_A} & 0 & -\frac{K_A}{T_A} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}; B = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \frac{K_A}{T_A} \end{bmatrix}^T.
\]

### 3. Delay margin computation

For stability analysis and delay margin computation, it is required to determine the characteristic equation of Eq. (1). This could easily be obtained by using the following:

\[ \Delta(s, \tau) = \det(s I - A_0 - A_r e^{-s\tau}) = P(s) + Q(s) e^{-s\tau} = 0, \]  

where \( \tau \) the total time delay, and \( P(s) \) and \( Q(s) \) are polynomials in \( s \) with real coefficients given below:

\[
P(s) = p_6 s^6 + p_5 s^5 + p_4 s^4 + p_3 s^3 + p_2 s^2 + p_1 s + p_0
\]

\[
Q(s) = q_4 s^4 + q_3 s^3 + q_2 s^2 + q_1 s + q_0
\]

It must be noted that all the coefficients of the polynomial above will depend on the system parameters. The expressions for coefficients \( p_0 - p_6 \) and \( q_0 - q_4 \) are given in the Appendix.

The main purpose of the stability analysis of time-delayed systems is to obtain conditions on the delay for any given set of system parameters that will ensure the stability of the system and to compute the delay margin for stability. Depending on the system parameters, a time-delayed system could be delay-independent or delay-dependent stable. For delay-independent stability, the system remains stable for all finite values of time delay. In a delay-dependent stability case, asymptotic stability holds for \( \tau < \tau^* \), where \( \tau \) represents the delay and \( \tau^* \) is the critical delay, called the delay margin. If the delay exceeds the margin \( \tau > \tau^* \), the system becomes unstable. It is well known that all the roots of the characteristic Eq. (2) must be located
in the left half of the complex plane for a stable system. The characteristic Eq. (2) clearly indicates that \( \Delta(s, \tau) = 0 \) is an implicit function of \( s \) and \( \tau \). For simplicity, it is assumed that a delay-free (\( \tau = 0 \)) system is stable. In other words, all the roots of \( \Delta(s, 0) = 0 \) are in the left half-plane. This is a realistic assumption, since a delay-free excitation control system is stable for practical values of the parameters. Suppose that the characteristic equation \( \Delta(s, \tau) = 0 \) has a root on the imaginary axis at \( s = j\omega_c \) (where subscript \( c \) refers to “crossing” the imaginary axis) for some finite values of the time delay \( \tau \). Because of the complex conjugate symmetry of complex roots, the equation \( \Delta(-s, \tau) = 0 \) will also have the same root at \( s = j\omega_c \) for the same value of the time delay \( \tau \). Consequently, the problem is now reduced to finding values of time delay \( \tau \) such that both \( \Delta(s, \tau) = 0 \) and \( \Delta(-s, \tau) = 0 \) have a common root at \( s = j\omega_c \). This result could be stated as follows:

\[
P(j\omega_c) + Q(j\omega_c)e^{-j\omega_c\tau} = 0 \\
P(-j\omega_c) + Q(-j\omega_c)e^{j\omega_c\tau} = 0
\]  

(3)

By eliminating the exponential terms in Eq. (3), the following new polynomial in \( \omega_c^2 \) is obtained:

\[
W(\omega_c^2) = P(j\omega_c)P(-j\omega_c) - Q(j\omega_c)Q(-j\omega_c) = 0 \\
= t_{12}\omega_c^{12} + t_{10}\omega_c^{10} + t_8\omega_c^8 + t_6\omega_c^6 + t_4\omega_c^4 + t_2\omega_c^2 + t_0 = 0
\]  

(4)

where

\[
t_{12} = p_0^2; t_{10} = p_2^2 - 2p_6p_4; \\
t_8 = p_4^2 - q_2^2 - 2p_5p_3 + 2p_2p_6; \\
t_6 = p_5^2 - q_4^2 - 2p_6p_0 + 2p_5p_1 - 2p_4p_2 + 2q_4q_2; \\
t_4 = p_2^2 - q_2^2 + 2p_4p_0 - 2p_3p_1 - 2q_0q_4 + 2q_3q_1; \\
t_2 = p_4^2 - q_4^2 - 2p_2p_0 + 2q_2q_0; t_0 = p_0^2 - q_0^2;
\]

It must be noted that the characteristic equation with an exponential term given in Eq. (2) is now transformed into a regular polynomial not including any exponential terms given by Eq. (4). The positive real roots of Eq. (4) correspond to the imaginary roots of Eq. (2) exactly. One could easily compute these real roots by standard methods. Depending on the roots of Eq. (4), the following situations might be observed [13]:

1. The polynomial of Eq. (4) does not include any positive real roots. This implies that the characteristic equation of Eq. (2) does not contain any roots on the \( j\omega \)-axis. Therefore, the excitation control system is delay-independent stable for all finite delays \( \tau \geq 0 \);

2. The polynomial of Eq. (4) may have at least 1 positive real root. This implies that the characteristic equation of Eq. (2) contains at least a pair of complex roots on the \( j\omega \)-axis. Thus, the excitation control system is delay-dependent stable.

For a positive real root \( \omega_c \) of Eq. (4), the delay margin \( \tau^* \) could be computed using Eq. (3) as follows [5,13]:

\[
\tau^* = \frac{1}{\omega_c} Tan^{-1} \left( \frac{a_8\omega_c^2 + a_7\omega_c^7 + a_6\omega_c^6 + a_5\omega_c^5 + a_4\omega_c^4}{a_8\omega_c^8 + a_7\omega_c^7 + a_6\omega_c^6 + a_5\omega_c^5 + a_4\omega_c^4} \right) + \frac{2\pi}{\omega_c};
\]

\[
r = 0, 1, 2, ..., \infty
\]

(5)
where

\[
\begin{align*}
\alpha_{10} &= p_0q_4; \quad \alpha_9 = p_5q_4 - p_0q_3; \quad \alpha_8 = p_0q_3 - p_4q_4 - p_0q_2; \\
\alpha_7 &= p_1q_3 + p_0q_1 - p_3q_4 - p_5q_2; \\
\alpha_6 &= p_0q_0 + p_4q_2 + p_5q_1 - p_3q_3; \\
\alpha_5 &= p_0q_0 + p_3q_2 + p_1q_4 - p_4q_1 - p_0q_3; \\
\alpha_4 &= p_1q_3 + p_3q_1 - p_4q_0 - p_2q_2 - p_0q_4; \\
\alpha_3 &= p_0q_3 - p_3q_0 - p_1q_2 + p_2q_1; \quad \alpha_2 = p_2q_0 + p_0q_2 - p_1q_1; \\
\alpha_1 &= p_1q_0 - p_0q_1; \quad \alpha_0 = -p_0q_0
\end{align*}
\]

For any positive roots of Eq. (4), we should also investigate if at \( s = j\omega_c \), the root of Eq. (2) crosses the imaginary axis with increasing \( \tau \). The necessary condition for the existence of roots crossing the imaginary axis is that the critical characteristic roots cross the imaginary axis with a nonzero velocity defined as follows:

\[\text{Re} \left[ \frac{ds}{d\tau} \right]_{s=j\omega_c} \neq 0, \tag{6}\]

where \( \text{Re}(\bullet) \) represents the real part of a complex variable. The sign of root sensitivity is defined as root tendency (RT) [5,13,15]:

\[
RT|_{s=j\omega_c} = \text{sgn} \left\{ \text{Re} \left[ \frac{ds}{d\tau} \right]_{s=j\omega_c} \right\} = \text{sgn} \left[ W'(\omega_c^2) \right], \tag{7}\]

where the prime represents differentiation with respect to \( \omega_c^2 \). The derivation of Eq. (7) could be found in [5].

The \( RT \) expression gives a practical tool to evaluate the direction of transition of the roots at \( s = j\omega_c \) as \( \tau \) increases from \( \tau_1 = \tau^* - \Delta \tau \) to \( \tau_2 = \tau^* + \Delta \tau, \ 0 < \Delta \tau << 1 \). The root \( s = j\omega_c \) crosses the imaginary axis to either the unstable right half-plane when \( RT = +1 \) or to the stable left half-plane when \( RT = -1 \). For the excitation control system, by applying Eq. (7), we obtain the following equation that allows us to compute the \( RT \) for each crossing frequency:

\[
W'(\omega_c^2) = 6t_1\omega_c^{10} + 5t_{10}\omega_c^{8} + 4t_{8}\omega_c^{6} + 3t_{6}\omega_c^{4} + 2t_{4}\omega_c^{2} + t_2. \tag{8}\]

Another frequency domain method known as Rekasius substitution [14,15] could also be used to compute the delay margins of the SMIB system. This method also eliminates the exponential term \( e^{-\tau T} \) in the characteristic equation of Eq. (2) by using an exact substitution given by

\[e^{-\tau T} = \frac{1 - Ts}{1 + Ts}, \tag{9}\]

where \( T \in \mathbb{R} \) is called the pseudo-delay. Using this substitution, the transcendental characteristic Eq. (2) is converted into a polynomial without transcendentality similar to the one given in Eq. (4) such that its purely imaginary roots, determined by the Routh–Hurwitz stability criterion, coincide with the purely imaginary roots of the characteristic Eq. (2) exactly. The corresponding delay margin is then determined by the following formula [15]:

\[
\tau^* = \frac{2}{\omega_c} \left[ \tan^{-1}(\omega_c T) \pm r\pi \right], \quad r = 0, 1, 2, \ldots \tag{10}\]
It must be noted that both the proposed method [13] and the Rekasius substitution method [15] eliminate the transcendental term in the characteristic Eq. (2) using different substitutions that are both exact and obtain a new polynomial without transcendentality. In the proposed method, the real roots of this new polynomial, if they exist, coincide with the imaginary roots $s = \pm j\omega$ of the characteristic equation exactly. As compared to the proposed method, the Rekasius substitution method requires the introduction of a pseudo-delay ($T$) and an additional step, which is the Routh–Hurwitz stability criterion, to determine the pseudo-delay $T$ and the imaginary roots of the characteristic equation. Therefore, the Rekasius substitution method is not a computationally attractive method when there is a single time delay term in the characteristic equation. Moreover, our previous studies [20,30] on the stability of the time-delayed LFC systems clearly indicated that the Rekasius substitution method gives the same delay margin results as the proposed method since they are both exact methods. However, the proposed method cannot be used when independent unequal time delays are observed in the PSS loop and voltage control loop. Such a delay situation is known as an incommensurate delays case, and recent studies on the Rekasius substitution method show that this method could be extended to delay margin computation of systems with multiple incommensurate delays [31,32].

4. Results

Case studies are performed for the SMIB system shown in Figure 1. Delay margins are computed for various PSS gains in the range of $K_P = 0 - 30$ and load values ranging from $P_L = 0.1pu$ to $P_L = 1.0pu$. The damping is chosen as $D = 0$. The power factor of the load remains unchanged at $pf = \cos \phi = 0.9$ lagging during the load variation. Other system parameters are as follows: $x_d = 1.60$ pu, $x_q = 1.55$ pu, $x'_d = 0.32$ pu, $M = 6.0$, $T_{do} = 6.0$ s, $\omega_0 = 377rad/s$, $K_A = 50$, $T_A = 0.05$ s, $T_1 = 0.5$ s, $T_2 = 0.1$ s, $T_w = 2.0$ s, $r_e = 0$, $x_e = 0.4$ pu.

The variation of delay margin with respect to PSS gain for 3 different values of load ($P_L = 0.1, 0.3, \text{and } 0.5pu$) is shown in Figure 5. It is obvious that the impact of PSS gain on the delay margin has 2 tendencies. For small gains, the delay margin increases as the gain increases. This implies that the addition of PSS into the excitation system improves system stability, since the delay margin increases for smaller gains. However, for larger gains, the delay margin decreases as the gain increases, causing a less stable system. Delay margin results are also presented in the Table for these load values. It must be mentioned here that the new characteristic Eq. (4) has 3 real positive roots at each load level. For this reason, delay margins for all 3 real roots are computed using Eq. (5) and presented in the Table. The minimum of 3 delay margins, shown in bold in the Table, is the system delay margin. It is clear from the Table that the delay margin decreases for all values of PSS gain as the load increases, indicating a less stable system.

![Figure 5. Variation of delay margin with respect to the PSS gain for different loads.](image-url)
Table. Delay margin with respect to load increase and PSS gain.

<table>
<thead>
<tr>
<th>$\tau$ (s)</th>
<th>$P_L$ (pu)</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_P = 0$</td>
<td></td>
<td>0.2023</td>
<td>0.1789</td>
<td>0.1788</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6263</td>
<td>0.5477</td>
<td>0.4579</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3138</td>
<td>0.3518</td>
<td>0.3678</td>
</tr>
<tr>
<td>$K_P = 5$</td>
<td></td>
<td>0.2230</td>
<td>0.1801</td>
<td>0.1632</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4848</td>
<td>0.4303</td>
<td>0.3774</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3525</td>
<td>0.4039</td>
<td>0.4262</td>
</tr>
<tr>
<td>$K_P = 10$</td>
<td></td>
<td>0.2098</td>
<td>0.1549</td>
<td>0.1289</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4580</td>
<td>0.3945</td>
<td>0.3539</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3652</td>
<td>0.4247</td>
<td>0.4508</td>
</tr>
<tr>
<td>$K_P = 15$</td>
<td></td>
<td>0.1962</td>
<td>0.1315</td>
<td>0.1010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4402</td>
<td>0.3735</td>
<td>0.3407</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3764</td>
<td>0.4440</td>
<td>0.4738</td>
</tr>
<tr>
<td>$K_P = 20$</td>
<td></td>
<td>0.1832</td>
<td>0.1114</td>
<td>0.0786</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4260</td>
<td>0.3592</td>
<td>0.3320</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3867</td>
<td>0.4623</td>
<td>0.4958</td>
</tr>
<tr>
<td>$K_P = 25$</td>
<td></td>
<td>0.1710</td>
<td>0.0943</td>
<td>0.0600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4141</td>
<td>0.3488</td>
<td>0.3258</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3964</td>
<td>0.4799</td>
<td>0.5171</td>
</tr>
<tr>
<td>$K_P = 30$</td>
<td></td>
<td>0.1596</td>
<td>0.0796</td>
<td>0.0439</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4038</td>
<td>0.3408</td>
<td>0.3214</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4056</td>
<td>0.4970</td>
<td>0.5378</td>
</tr>
</tbody>
</table>

Figure 6 shows the variation of delay margin with respect to the load for 3 different values of PSS gain, $K_P = 15$, 20, and 25. Note that an increase in load results in a decrease in the delay margin for all PSS gains. Delay margin curves shown in Figure 6 will enable us to determine how much the load could be increased for a given delay such that the system preserves stability. For example, suppose that the maximum amount of delay observed in the system is 0.1 s. From the delay curve shown in Figure 6 for $K_P = 15$, the corresponding amount of load is then found to be $P_L = 0.51pu$. This is the maximum loading point for stability. If the load is further increased, the system will be unstable since the delay observed in the system becomes larger than the delay margin. Evidently, the system will be stable for all selected load values if the delay is ignored in the system. As a result, it is obvious that the delay reduces the maximum loadability of the system and the stability margin.
The region under the delay curves could be considered as the stability region containing the pairs of time delay and load \((\tau, P_L)\), for which the excitation system is stable.

Finally, using MATLAB/Simulink [33], time-domain simulations are carried out to verify the theoretical delay margin results. Figure 7 shows the simulation model in Simulink. For simulation, load and PSS gain are selected as \(P_L = 0.5\)pu, \(K_P = 20\). The constant parameters \(K_1 - K_6\) computed are given as: \(K_1 = 1.0058\), \(K_2 = 0.8441\), \(K_3 = 0.36\), \(K_4 = 1.0805\), \(K_5 = 0.0468\), \(K_6 = 0.4991\). For this case, the new characteristic equation in Eq. \((4)\) has 3 real positive roots. These are \(\omega_{c1} = 13.1187\), \(\omega_{c2} = 11.0473\), and \(\omega_{c3} = 2.5140\ rad/s\). The corresponding delay margins and root tendencies \((RTs)\) are computed as \(\tau_1 = 0.0786\ s\), \(\tau_2 = 0.3320\ s\), \(\tau_3 = 0.4958\ s\), and \(RT_1 = +1, RT_2 = -1, RT_3 = +1\), respectively.

These results indicate that the system is stable when the delay is less than \(\tau_1 = 0.0786\ s\). Since \(RT_1 = +1\), a pair of the stable complex conjugate roots of Eq. \((2)\) moves in the left half of the complex plane and crosses the imaginary axis at \(s = \pm j\omega_{c1} = \pm j13.1187 rad/s\) for \(\tau_1 = 0.0786\ s\), passing to the right half-plane. Therefore, the system becomes unstable for \(\tau > \tau_1 = 0.0786\ s\). A simulation result illustrating this case is shown in Figure 8 for 3 different delay values \((\tau = 0.07\ s, \tau = 0.0786\ s,\ and\ \tau = 0.085s)\). When the time delay is further increased, the unstable complex conjugate roots of Eq. \((2)\) move in the right half-plane and cross the imaginary axis at \(s = \pm j\omega_{c2} = \pm j11.0473 rad/s\) for \(\tau_2 = 0.3320\ s\), passing to the left half-plane since the corresponding root tendency is negative, \(RT_2 = -1\). Please note that the system is unstable for \(\tau_1 = 0.0786\ s < \tau < \tau_2 = 0.3320\ s\). It then becomes stable again for \(\tau > \tau_2 = 0.3320\ s\). Figure 9 depicts simulation results for terminal voltage around \(\tau_2 = 0.3320\ s\), clearly illustrating this stability exchange from unstable to stable with an increase in time delay. Please note that the system is first unstable for \(\tau = 0.32\ s\), then marginally stable for \(\tau_2 = 0.3320\ s\), and then it becomes stable for \(\tau = 0.35\ s\). Finally, if we continue to increase the time delay, a pair of the stable complex conjugate roots of Eq. \((2)\) moves in the left half of the complex plane and crosses the imaginary axis at \(s = \pm j\omega_{c3} = \pm j2.5140 rad/s\) for \(\tau_3 = 0.4958\ s\), passing to the right half-plane since the corresponding root tendency is positive, \(RT_3 = +1\). Therefore, the system becomes unstable for \(\tau > \tau_3 = 0.4958\ s\) and remains unstable if the delay is further increased. A simulation result illustrating this case is shown in Figure 10 for 3 different delay values, \(\tau = 0.48\ s, \tau = 0.4958\ s,\ and\ \tau = 0.51\ s\).

It is expected that the measurement delay observed in speed deviation in the PSS loop, which has been neglected in theoretical delay margin computation, will adversely affect stability and will reduce the delay margin. For this reason, simulation studies are carried out for the case when equal amounts of delay are
introduced into both voltage and speed deviation loops. Figures 11a and 11b show the terminal voltage for
\[ \tau = 0.0786 \text{ s}, \quad \tau = 0.02255 \text{ s}, \quad \text{and} \quad \tau = 0.024 \text{ s}, \]
respectively. It is clear from Figure 11a that when the same amount of delay \( (\tau = 0.0786 \text{ s}) \) is added to both loops, the system becomes unstable. As seen from Figure 8, the excitation control system is marginally stable at \( \tau = 0.0786 \text{ s} \) when the delay in the PSS loop is not taken into account. With an additional delay in the PSS loop, the system becomes marginally stable at a lower delay value, \( \tau = 0.02255 \text{ s} \), as shown in Figure 11b. As a result, the delay margin is reduced from \( \tau = 0.0786 \text{ s} \) to \( \tau = 0.02255 \text{ s} \).

**Figure 8.** Generator terminal voltage for different time delays for \( K_P = 20 \) delay values around \( \tau_1^* = 0.0786 \text{ s} \) for \( P_L = 0.5 \text{pu} \).

**Figure 9.** Generator terminal voltage for different time delays for \( K_P = 20 \) and delay values around \( \tau_2^* = 0.3320 \text{ s} \) for \( P_L = 0.5 \text{pu} \).

**Figure 10.** Generator terminal voltage for different time delays for \( K_P = 20 \) and delay values around \( \tau_3^* = 0.4958 \text{ s} \) when \( D = 0 \) and \( P_L = 0.5 \text{pu} \).

5. Conclusions

This paper has investigated the impact of loading and PSS gain on the stability of the generator excitation control system including a PSS with respect to the time delay using an analytical method. A useful formula is developed to compute delay margins for stability. Delay margins are computed for a wide range of PSS gain and load values. It is observed that the delay margin decreases with an increase in PSS gain and system load demand. Time-domain simulations clearly indicate that the proposed method correctly estimates delay margins. Finally, it is observed that the maximum loadability of the system decreases when time delays are taken into account in stability analysis. Together with the maximum loading point, delay margins should be used as a stability index to measure the degree of stability and to determine stability margins.
As future work, the proposed method will be extended to multimachine power systems whose dynamics are described by ordinary differential or differential-algebraic equations. To do that, load buses should be eliminated and a linear time-delayed state-space equation model around an operating point should be obtained. Moreover, an additional delay, which is different from the delay in the voltage control loop, will be added to the PSS loop, and delay margins will be computed using the Rekasius substitution method.
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Appendix
The coefficients of $P(s)$ and $Q(s)$ polynomials in Eq. (2) are given as follows:

\[
p_6 = T_A T_{d0} T_w M \omega_0 T_2
\]

\[
p_5 = T_d' T_w M \omega_0 T_2 + K_3 T_A T_w M \omega_0 T_2 + T_A T_{d0} M \omega_0 T_2 + T_d' T_w D M \omega_0 T_2 + T_A T_{d0} T_w M \omega_0 T_2
\]

\[
p_4 = K_3 T_w M \omega_0 T_2 + T_{d0} M \omega_0 T_2 + T_{d0}' T_w D \omega_0 T_2 + T_{d0}' T_w M \omega_0 + K_3 T_A M \omega_0 T_2 + K_3 T_A T_w D \omega_0 T_2 - K_3 T_A T_w M \omega_0 + T_{d0}' D \omega_0 T_2 - T_A T_{d0} M \omega_0 + T_A T_{d0}' T_w D \omega_0 + K_1 T_A T_w T_{d0}' \omega_0^2 + T_A T_{d0}' T_w \omega_0^2
\]

\[
p_3 = K_3 M \omega_0 T_2 + K_3 T_w T_{d0} D \omega_0 + T_{d0}' D \omega_0 + T_{d0}' M \omega_0 + T_{d0} T_w D \omega_0 + K_3 D T_A T_{d0} \omega_0 + K_3 T_A M \omega_0 + K_3 T_A T_w D \omega_0 + T_A T_{d0}' D \omega_0 - K_1 T_A T_w D \omega_0 + K_1 T_A T_{d0}' \omega_0^2 + K_1 T_A T_{d0}' T_w \omega_0^2 - K_1 T_A T_{d0} \omega_0 + K_1 T_A T_{d0}' T_w \omega_0^2 + K_1 T_A T_{d0} T_w \omega_0^2
\]

\[
p_2 = K_3 T_{d0} D \omega_0 + K_3 M \omega_0 + K_3 T_w D \omega_0 + T_{d0}' D \omega_0 + T_{d0}' M \omega_0 + K_3 D T_A \omega_0 + K_1 T_A T_{d0}' \omega_0^2 + K_1 T_{d0}' M \omega_0 + K_1 T_{d0}' \omega_0^2 + K_1 T_{d0}' T_w \omega_0^2 - K_1 T_{d0} \omega_0 + K_1 T_{d0}' T_w \omega_0^2 + K_2 K_A T_A T_{d0} \omega_0^2 - K_2 T_{d0}' T_w \omega_0^2
\]

\[
p_1 = K_3 D \omega_0 + K_1 \omega_0^2 T_{d0}' + K_1 \omega_0^2 K_A T_A + K_1 (\omega_0^2) T_2 K_A + K_1 \omega_0^2 T_w K_A - K_4 K_2 \omega_0^2 T_w
\]

\[
p_0 = K_1 \omega_0^2 K_3 - K_4 K_2 \omega_0^2
\]

\[
q_4 = K_6 K_A M T_2 T_w \omega_0
\]

\[
q_3 = K_6 K_A D T_2 T_w \omega_0 + K_6 K_A M T_2 \omega_0 + K_6 K_A T_w M \omega_0
\]

\[
q_2 = K_6 K_A M \omega_0 + K_6 K_A D T_{d0} \omega_0 + K_6 K_A D T_w \omega_0 + K_1 K_6 K_A T_2 \omega_0^2 - K_2 K_3 K_A T_2 \omega_0^2
\]

\[
q_1 = K_6 K_A D \omega_0 + K_1 K_6 K_A T_{d0} \omega_0^2 + K_1 K_6 K_A T_w \omega_0^2 - K_2 K_3 K_A T_2 \omega_0^2 - K_2 K_3 K_A T_w \omega_0^2
\]

\[
q_0 = K_1 K_6 K_A \omega_0^2 - K_2 K_3 K_A \omega_0^2.
\]