A fast and accurate algorithm for eye opening or closing detection based on local maximum vertical derivative pattern
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Abstract: In this paper, a fast and accurate algorithm is proposed to recognize open and closed eye states. In the proposed algorithm, first a hierarchical preprocessing stage is used to detect eye areas. This stage employs Haar features to detect face area, color, and intensity mappings to extract eye candidate areas, and some simple geometrical relations for a final decision of the eye regions. In the second stage of the algorithm for detecting eye state, a new proposed descriptor based on a histogram of local maximum vertical derivative patterns in eye areas is extracted and applied to a support vector machine classifier. The proposed descriptor, while having low computational complexity, is defined well enough to describe eye features and hence can distinguish well between open and closed eyes. Experimental results from test images show that the proposed algorithm can correctly detect the eye state by the rate of 98.2%, which is higher than other similar algorithms.
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1. Introduction
Eye state recognition, meaning detecting if an eye is open or closed, is very important in many applications, such as human–machine interfaces (HMI) and driver drowsiness detection. Different methods have been proposed in the field of eye state recognition.

Some researchers have used geometrical eye features to detect the state of the eye. For example, the distance between two eyelids [1] and the standard deviation of this distance [2] is used to detect if the eyes are open or closed. The curvature of the upper eyelid is also used for this purpose [3]. In this method, the curvature of the upper eyelid in a closed eye is negative, so the negativity of the curvature can be an indicator of a closed eye. One of the indicators of an open eye is the presence of the iris in the image of an eye [4]. This feature is used to detect the eye state, and since the iris is circular, its location is determined using a circular Hough transform. The state of the eye can be detected using color data of the image and the amount of exposed sclera [5]. Height to width ratio of the eye and its area are other state defining features of the eye [6]. The major advantages of these methods are their high detection speed and that they do not need any training in advance. However, these methods may have their own problems. For example, for some subjects, their irises may be largely occluded by their eyelids. As a result, it would be very hard to reliably detect irises in this situation [7].

Some other researchers have detected the state of the eye by defining a closed and an open eye template
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and matching it in proposed images [8,9]. The performance of these methods is heavily dependent on proper template definition.

In some papers, the state of the eye is recognized by a classifier that is trained by some extracted features from training samples. In these methods, instead of using visual data, like contours, circularity of the iris, and other geometrical features, textural or structural features of the eye are used. Although these methods need training of the classifier, their efficiency and robustness are significant. For example, a descriptor called LBIIP (local binary increasing intensity pattern) has been used to extract features and an AdaBoost classifier has been used to classify the eye images [10]. As another example, a 2-dimensional discrete cosine transform feature vector and an enhanced hidden Markov model classifier have been used to detect the state of the eye [11]. The study in [7] compared the performance of different classifiers and different methods of feature extraction. Local binary pattern, Gabor wavelet, and the histogram of oriented gradient have been used for feature extraction, and the nearest neighbor classifier, support vector machine, and AdaBoost have been used as classifiers.

In the proposed method of this paper, to increase the accuracy of eye state recognition, we use a novel descriptor, the local maximum vertical derivative pattern (LMVDP), for the feature extraction phase and the least squares support vector machine (LS-SVM) for classification. First, in order to limit the search space and to keep the computational cost low, the face area and then the eye areas are extracted by some simple preprocessing stages. We demonstrate that the proposed method of feature extraction (LMVDP) has a higher recognition rate and shorter feature vector than other methods that are used in eye state recognition.

2. Materials and methods

2.1. Materials

Because of the lack of existence of a standard database of open and closed eyes, 689 images of 109 different persons were provided in this research. These images contain faces with open and closed eyes with different facial expressions. Two hundred samples each of open and closed eye classes were used to train the classifier and the rest of them, 534 open eyes and 360 closed eyes, were used in the test phase. Some of the pictures used in this paper are shown in Figure 1.

2.2. Methods

The proposed algorithm for eye state recognition in this paper consists of 2 stages: a preprocessing stage to detect the face in the image and detect the eyes in the face area, and a second stage to detect the eye state. The preprocessing stage limits the search space, decreases the computational cost, and increases the accuracy of the second stage. In the second stage, a new feature descriptor called the LMVDP and the LS-SVM classifier are used to detect the state of the eye. In the following sections, the proposed algorithm will be studied in more detail.

2.2.1. First stage: locating eyes

This stage plays a key role in the second stage’s speed and accuracy, because the eye state recognition process takes place only in the areas extracted in this stage. In this stage first the face area is detected and then eye detection is performed in this area.
2.2.1.1. Locating the face

In order to increase the accuracy and robustness of the algorithm against intensity changes, an intensity compensation process is performed on images using Eqs. (1)–(3).

\[
\text{AverageGray} = \frac{R_{\text{mean}} + G_{\text{mean}} + B_{\text{mean}}}{3}
\]  

(1)

\[
R_{\text{ScaleValue}} = \frac{\text{AverageGray}}{R_{\text{mean}}}
\]  

(2)
In Eq. (1), \( R_{\text{mean}}, G_{\text{mean}}, \) and \( B_{\text{mean}} \) are the mean values of red, green, and blue components of all the image pixels, respectively. \( R_{\text{new}} \) is the new value of the red component of pixels in the new image. New blue (\( B_{\text{new}} \)) and green (\( G_{\text{new}} \)) components are calculated similarly.

After adjusting the intensity values of pixels, the Haar algorithm is used to locate the face area [12]. This algorithm properly handles head rotation, different hair and skin colors, and the existence of glasses, and it also has high detection speed.

### 2.2.1.2. Locating eyes in the face area

After locating the face area, the eyes should be located in this area. For this purpose, the initial eye region is defined using face region coordinates. Then eye candidates are identified by applying the color and intensity mappings. Finally, eye regions are chosen from previous candidates using some simple geometrical constraints. These 3 stages are explained as follows.

#### 2.2.1.2.1. Determining initial eye regions

The initial eye region is determined in the face area, obtained in previous stage, using Eq. (4):

\[
0.2 \times \text{height} \leq y_{\text{eye area}} \leq 0.5 \times \text{height.} \tag{4}
\]

In this equation, \( y_{\text{eye area}} \) is the \( y \) coordinate of initial eye area and \( \text{height} \) is the face height. For example, the detected face area for a sample image, based on Eq. (4), is shown in Figure 2.

![Figure 2. Detected initial eye region.](image)

#### 2.2.1.2.2. Extracting eye candidates using color and intensity mappings

In this step, eye candidate regions are extracted by applying the color and intensity mappings [13] on the regions obtained in the previous step. Color mapping is based on the fact that in the eye area and in the YCbCr color space, the blue component \( C_b \) has a greater value than the red component \( C_r \). Based on this fact, intensity mapping is calculated by Eq. (5) [13], and it leads to prominent regions in the eye areas:

\[
Eyemap_c = \frac{1}{3} \left[ C_b^2 + \tilde{C}_r^2 + \left( \frac{C_b}{C_r} \right)^2 \right]. \tag{5}
\]

In Eq. (5), \( \tilde{C}_r = 255 - C_r \).
The eye area usually has both white and black pixels, so proper erosion and dilation morphological operators can be used to make the darker and brighter pixels around the eye region more prominent. Based on this, intensity mapping is calculated by Eq. (6) [13]:

$$EyemapY(x, y) = \frac{Y_{dilation}(x, y)}{1 + Y_{erosion}(x, y)}.$$  \hspace{1cm} (6)

In Eq. (6), $Y_{dilation}$ and $Y_{erosion}$ are results of applying dilation and erosion operators on the candidate eye area of the previous step in the YCbCr space, respectively. Then color and intensity mappings are multiplied together and a final mapping is obtained. Finally, using a proper threshold, the resulting mapping image is converted to a binary image. The result of this step for the sample candidate eye area of Figure 2 is shown in Figure 3. For the erosion process, a disk structure with radius 2, and for the dilation process, a disk structure with radius 5 and threshold value 66 have been used. The results of color mapping, intensity mapping, and multiplication of both mappings are shown in Figures 3a, 3b, and 3c, respectively. Each of the white regions in Figure 3d is a candidate for the eye region.

![Figure 3. Results of eye candidates' extraction. (a) Color mapping. (b) Intensity mapping. (c) Multiplication of color and intensity mappings. (d) Eye candidate regions after thresholding. (e) Result after eye region confirmation steps.](image)

2.2.1.2.3. Eye region confirmation

Final eye regions are chosen from candidate regions obtained in the previous steps by checking some simple but efficient geometrical constraints:
1. Each candidate area is modeled as an ellipse and the major to minor axis ratio is calculated. To remove noisy narrow areas, this ratio should be less than 10.

2. To remove extra-large areas, the candidate regions should have an area of less than 2500 pixels.

3. Since the eyes are positioned in a certain region of the face in the frontal images, the center of each confirmed eye candidate region must be placed within a distance that is expressed in Eqs. (7) and (8):

\[ |y_{\text{face}} - y_{\text{eye}}| \leq \frac{\text{height}}{6}, \]  

\[ |x_{\text{face}} - x_{\text{eye}}| \leq \left( \frac{\text{width}}{4} \right) + 10. \]  

In these equations, \((x_{\text{face}}, y_{\text{face}})\) is the center of the face area and \((x_{\text{eye}}, y_{\text{eye}})\) is the center of the candidate eye region, \(\text{height}\) is the face height, and \(\text{width}\) is the face width.

4. If there are multiple candidate regions in a vertical line, the lower region is chosen. This condition can eliminate eyebrow regions from the candidate regions. From the remaining regions, the two regions that are more similar are chosen as final eye regions [14].

Figure 3e shows the results of eye region confirmation steps of this section based on the results of the previous step in Figure 3d.

2.2.2. Second stage: eye state detection

After locating the eyes in the first stage of the algorithm and thus reducing the search space, in the second stage of the algorithm, the eye state is determined in the remaining areas. In this section, we use a new feature descriptor called LMVDP in order to extract the feature vector, and the LS-SVM classifier with an RBF kernel function in order to make the decision about the eye state.

2.2.2.1. Local maximum vertical derivative pattern feature extraction

Since there are more horizontal edges in the eye region and they look different in a closed and an open eye, to classify open and closed eyes it is reasonable to use a texture feature based on vertical changes of intensity in the eye region. A descriptor of the first and higher order local derivative patterns in directions \(0^\circ, 45^\circ, 90^\circ,\) and \(135^\circ\) was suggested in [15] in order to be of use in the face recognition application. Based on the idea of [15], in this paper, a new texture feature is proposed, which encodes the location and value of maximum vertical changes of intensity in the candidate eye area. This feature can distinguish well between open and closed eyes because the location and value of maximum vertical changes in the open and closed eyes are different. This new proposed feature will be called LMVDP, local maximum vertical derivative pattern, in the rest of this paper. The LMVDP feature reports the spatial information and the value of intensity changes of eye horizontal edges to the classifier. The reason for using the information of a pixel with maximum intensity changes is to ignore small and noisy edges.
2.2.2.2. LMVDP calculation

In order to calculate the LMVDP in a neighborhood, first we have to determine the first order derivative of pixel intensity in direction 90°. The corresponding calculation is demonstrated in Figure 4. For example, the intensity change for the 0th pixel, $D_0$, is obtained through Eq. (9), where $I(z_0)$ and $I(z_3)$ are the intensities of pixels $z_0$ and $z_3$, respectively.

\[ D_0 = I(z_0) - I(z_3) \]  

After determining intensity derivatives for each pixel, the location of the maximum absolute value of derivatives is determined using Eq. (10). In this stage, we do not care about the sign of intensity changes (transition from dark to light or vice versa). If there are 2 maximums for the absolute values of derivatives, the one with the smaller index number is considered.

\[ index = \arg \max \{ abs(D_i) \mid 0 \leq i \leq 8 \} \]  

In Eq. (10), $abs(D_i)$ is the absolute value of intensity change in the $i^{th}$ pixel and $index$ is the location of the pixel with the highest absolute value of intensity change.

After determining the location of the maximum derivative, the value of its intensity change is encoded using the method suggested in [16] and defining a threshold, which in this paper is suggested to be 10. Eq. (11) shows the encoding procedure, where $code$ is a number between 0 and 2 that is obtained according to the value and the sign of the maximum intensity change.

\[ code = \begin{cases} 
0; & -10 \leq D_{index} \leq 10 \\
1; & D_{index} < -10 \\
2; & D_{index} > 10 
\end{cases} \]  

Finally, the $LMVDP$ code is obtained using Eq. (12) in each neighborhood. This value is placed in the central pixel of the neighborhood. Figure 5 shows different mentioned steps to calculate LMVDP for a $3 \times 3$ neighborhood. Figure 5a shows a $3 \times 3$ neighborhood of a pixel of an open eye image area. The first order derivative matrix in 90° and LMVDP binary code are shown in Figures 5b and 5c, respectively.

\[ LMVDP = (4 \times index) + code \]  

After determining LMVDP for each pixel, a histogram of obtained values in the eye candidate region is given to the LS-SVM classifier. According to Eq. (12), because the maximum value of the index is 8 and the maximum value of the code is 2, the maximum possible value for LMVDP is 34 and so the number of histogram bins is 35.
3. Results

In the first stage of the proposed algorithm, in 99.6% of the images, the face region was detected correctly and the eye regions were extracted among those with 97.7% accuracy. In Figure 1, some of the first stage results have been shown. In the second stage of the proposed algorithm, the eye state was correctly detected with a detection rate of 98.2%. Thus, the overall correct detection rate of proposed algorithm is 95.6%.

4. Discussion

4.1. Comparison of proposed algorithm with other methods

To compare the feature vector proposed in this paper with other proposed feature vectors, such as the local binary pattern (LBP) [7] and local binary increasing intensity pattern (LBIIP) [10] used in eye state recognition applications, and other features including local principal texture pattern (LPTP) [16], local sign directional pattern (LSDP) [17], circular LBP (CLBP) [18], and mean LBP (MLBP) [19], used in facial expression recognition applications, and feature circular mean LBP (CMLBP), Table 1 shows the correct classification rate of eye state using all of these features for correctly detected eye areas.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Open eye</th>
<th>Closed eye</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP [7]</td>
<td>95.7%</td>
<td>100%</td>
<td>97.4%</td>
</tr>
<tr>
<td>CLBP [18]</td>
<td>95.9%</td>
<td>99.7%</td>
<td>97.4%</td>
</tr>
<tr>
<td>MLBP [19]</td>
<td>94.4%</td>
<td>99.4%</td>
<td>96.5%</td>
</tr>
<tr>
<td>CMLBP</td>
<td>98.1%</td>
<td>98.9%</td>
<td>98.4%</td>
</tr>
<tr>
<td>LBIIP [10]</td>
<td>95.9%</td>
<td>98.3%</td>
<td>96.9%</td>
</tr>
<tr>
<td>LSDP [17]</td>
<td>96.1%</td>
<td>97.5%</td>
<td>96.6%</td>
</tr>
<tr>
<td>LPTP [16]</td>
<td>96.6%</td>
<td>98.1%</td>
<td>97.2%</td>
</tr>
<tr>
<td>LMVDP</td>
<td>97.4%</td>
<td>99.4%</td>
<td>98.2%</td>
</tr>
</tbody>
</table>

Table 1. Results of different methods for eye state detection stage.
The performances of different methods can be compared based on their classification accuracy and the length of their extracted feature vector, which itself determines the computational complexity of algorithm. These 2 comparisons are shown in Figures 6 and 7.

![Figure 6. Classification accuracy of different methods for correctly detected eye areas.](image)

![Figure 7. Length of feature vector of different methods.](image)

The following results can be concluded from Table 1 and Figures 6 and 7:

- LMVDP, which has higher classification accuracy with respect to LBP, also has a much smaller feature vector than that of LBP (in the order of 7 times).

- LMVDP, which has a feature vector length close to that of LPTP, LSDP, and LBIIP, has a better classification rate.

- LMVDP classification accuracy is close to that of MLBP, but its feature vector length and thus its computational complexity are much smaller than those of MLBP (in the order of 7 times).

From the results above, it can be concluded that the proposed LMVDP method has a high classification accuracy as well as a short feature vector, which means low computational complexity. Implementing the proposed method and other methods in MATLAB software on the same hardware and software platforms shows a speedup ratio of 4.7 for the proposed method with respect to basic LBP, and a smaller run time for the proposed method with respect to other methods. Table 2 shows the run time of eye state detection using different methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Run time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>2.93</td>
</tr>
<tr>
<td>MLBP</td>
<td>2.91</td>
</tr>
<tr>
<td>LPTP</td>
<td>0.93</td>
</tr>
<tr>
<td>LSDP</td>
<td>1.07</td>
</tr>
<tr>
<td>LBIIP</td>
<td>0.64</td>
</tr>
<tr>
<td>LMVDP (proposed)</td>
<td>0.62</td>
</tr>
</tbody>
</table>

### 4.2. Some experiments on LMVDP and LS-SVM classifier parameters

In order to prove the advantage of using the derivative in direction 90° in LMVDP calculations, this method was implemented in some other directions, i.e. 0°, 45°, 90°, and 135°, and eye state classification accuracies based on them are shown in Figure 8. Comparing the results shows that direction 90° leads to more accurate
results than other directions and it proves that features based on horizontal edges in the eye region can be more reliable and distinctive.

As mentioned in Section 2, in LMVDP computations for thresholding the maximum value of vertical intensity difference, a threshold value of 10 has been used. Classification accuracies of the proposed algorithm for threshold values 5, 10, 15, and 20 are compared in Figure 9. This figure shows that threshold 10 leads to better results, but the results of the proposed algorithm are not as sensible to this threshold value.

![Figure 8](image1.png)  ![Figure 9](image2.png)

**Figure 8.** Detection accuracy comparison for different directions.

**Figure 9.** Detection accuracy comparison by using different threshold values.

In this paper, all experiments were implemented using the LS-SVM classifier with an RBF kernel function. Figure 10 illustrates the results for classification accuracy of the proposed algorithm by using different kernel functions including linear, polynomial, and RBF functions. It shows that classification accuracy for the classifier with an RBF kernel function is higher than the others, but it is obvious that the performance of the algorithm is not very dependent on the type of function used.

![Figure 10](image3.png)

**Figure 10.** Detection accuracy using different kernel functions for SVM.

5. Conclusion

In this paper, a new algorithm was proposed to distinguish between open and closed eyes. The proposed algorithm first locates the eye regions in the detected face area by combining some previous and new ideas. This leads to limiting the search space for the second stage of the algorithm. Secondly, to detect the eye state, a novel local descriptor called LMVDP has been proposed. This descriptor reports, with low computational complexity, the spatial information and the intensity variations of eye horizontal edges to a SVM classifier. The proposed LMVDP feature has a higher detection accuracy and shorter feature vector than other features that are used in eye state detection. Improving the performance of the proposed algorithm for nonfrontal face images and eyes with glasses or images in the night is the future aim of this research. Using the proposed feature vector
with other classifiers and comparing it with other feature vectors can be considered in future studies. Applying the proposed method in related applications can also be considered in future work.
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