Tourism demand modelling and forecasting using data mining techniques in multivariate time series: a case study in Turkey
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Abstract: In this study multiple linear regression, multilayer perceptron (MLP) regression, and support vector regression (SVR) are used to make multivariate tourism forecasting for Turkey. This paper is a comparative study of data mining techniques based on multivariate regression modelling with monthly data points to forecast tourism demand; it focuses on Turkey. Both MLP and SVR methods are widely employed in the variety forecasting problems. Most of the previous research on tourism forecasting used univariate time series or a limited number of variables with mostly yearly or quarterly, and rarely monthly frequencies. However, the application of data mining techniques for multivariate forecasting in the context of tourism demand has not been widely explored. This paper differs from earlier research in two ways: 1) it proposes multivariate regression modelling with monthly data points to forecast tourism demand; and 2) it focuses on Turkey by using a dataset with the most recently accumulated (between January 1996 and Dec 2013) 67 time series with respect to Turkey and its top 26 major tourism clients. Comparison of forecasting performances in terms of relative absolute error (RAE) and root relative squared error (RRSE) measurements shows that the SVR model, with RAE = 12.34% and RRSE = 14.02%, gives a better performance. The results obtained in this study provide information for researchers interested in applying data mining techniques to tourism demand forecasting and help policy makers, government bodies, investors, and managers for their regularization, planning, and investments by way of accurate tourism demand forecasting.
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1. Introduction

Demand forecasting in the tourism sector is of great economic value both for the public and private stakeholders. Because we do not have an opportunity to stock most tourism products, accuracy in demand forecasting plays an important role for the tourism sector in enhancing decision-making, management effectiveness, competitiveness, and sustainable economic growth [1–3].

The World Travel and Tourism Council states that the largest industry in the world is travel and tourism. In addition to becoming the biggest industry, the tourism sector has been also the world’s largest employer since 1992 [4]. Turkey is one of the fastest growing destinations in the world, behind China and Russia, according to the World Tourism Organization [5].
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Turkey shows a rapid growth rate in terms of tourist arrivals and revenues. In terms of tourist arrivals and tourism receipts, respectively Turkey is ranked 6th and 11th among the top 20 international tourism destinations. The number of foreign tourist arrivals from 2.1 million in 1985 reached 35.7 million in 2012; earnings from tourism increased from 840 million USD to 28 billion USD over the same period, according to the World Tourism Organization [6].

The current work is intended to provide accurate tourism projection for Turkey. Since tourism is the biggest industry in the world, and Turkey is one of the biggest players in the tourism market, research with respect to tourism and Turkey produces great economic value and makes a significant contribution to the tourism sector. Turkey has a promising potential, not only because of its long history, rich cultural heritage, beautiful nature, four-season climate, and hospitable people, but also because of its modern tourism facilities, competitiveness in prices, and quality tourism services.

The most commonly used models in the time series analysis for forecasting are traditional statistical methods. The drawback of these models is that they are linear models. The relationship between the variables is not linear for most problems in real life [7] and using linear models for such problems is not efficient. Conventional statistical methods (like multiple linear regression (MLR)) are suitable for data exhibiting specific patterns like trends, seasonality, and cyclical.

Artificial neural network (ANN) techniques can efficiently deal with imperfect and irregular data. The tourism sector is heavily influenced by uncertainty and fluctuations such as promotions or extreme crises [8]. One major application area of ANNs is forecasting [9,10]. The ANN method was introduced to tourism forecasting in the late 1990s, and later it was increasingly used to forecast demands for tourism [3,8,11,12]. The ANN seems to be a better method for tourist arrival forecasting than the conventional statistical methods [13].

In recent years, support vector regression (SVR) methods have also been used for forecasting problems, and they have been successfully applied in tourism demand forecasting [3,14]. With the introduction of the ε-insensitive loss function [15], the support vector machine (SVM) method has been extended to solve nonlinear regression estimation problems [16] and its scope has been extended to forecasting problems. SVR models provide more accurate results than the neural network models and traditional linear regression models [16,17].

Our brief review of the literature (which focused on studies related to tourism demand approaches) indicated that univariate time series models with statistical and data mining techniques were frequently used in tourism forecasting, while multivariate time series models with data mining techniques have not been investigated much. The main purpose of the current study was to create a multivariate model to examine the forecasting performance of multiple linear regression (MLR), multilayer perceptron (MLP) regression, and SVR in the context of international tourism demand for Turkey.

2. Data and modelling approaches

In tourism demand forecasting, we should select: 1) metrics, which identify how to measure tourism demand; 2) determinants or factors, which explain the tourism demand; and 3) data mining methods, which explain the relationship between the demand and its determinants [11,12].

2.1. Measurements and determinants of the tourism demand

Tourism demand is predominantly measured in terms of the number of tourists coming from an origin country to a destination country, the number of the nights tourists spend in the destination country, or the expenditures...
by tourists from an origin country in the destination country [12]. In this study, the number of tourists with monthly frequency is selected as a metric to measure the tourism demand for Turkey.

Most of the studies held for forecasting tourism demand for Turkey have paid little attention to modelling the demand function properly and determining the main motives of households’ tourism decisions. Most previous studies have focused primarily on the demand side determinants of tourism such as income and price measurements, but the supply side factors such as accommodation capacity in the hosting country have been ignored [4].

One of the most comprehensive lists of determinants that influence the decisions and motivations of tourists was proposed in Uysal [18] and includes a wide range of economic, social-physiological, and exogenous factors. In the selection of input variables, there are two main considerations: 1) the difficulty of establishing relationships between the different characterized variables (for example, because images of destinations (a social-physiological factor), natural disasters (an exogenous factor), and the harmonic consumer price index (HCPI) (an economic factors) differ in nature, it is difficult to develop a data mining model that is capable of measure the tourism demand by employing the different characterized variables); and 2) the limitations of data availability. We chose our input variables in light of the study by Uysal [18] by considering their monthly availability.

In the present study, the focus was primarily on tourism demand time series in terms of the number of foreign arrivals to Turkey between 1996 and 2013 from the top 26 ranked tourism clients of Turkey; secondarily, the number of ministry-licensed hotel beds in Turkey, the number of tourism agencies in Turkey, the wholesale price index of Turkey, the gold selling price, the HCPI, and the exchange rates for tourism clients of Turkey were included into multivariate regression models as environmental and economic time series that might affect foreign tourism demand for Turkey. As additions to the variables proposed by Uysal [18], three index variables (used to identify the month, year, and season of the data instances) were included in the data set. A full list of the variables is given in Section 2.2.

2.2. Data set and multivariate approach for tourism demand modelling

When we develop forecasting models based on interest in single series (e.g., the number of tourists coming to Turkey), we examine the past data of this single series (so-called historical data) at hand, and try to reveal underlying relationships between the interest of our series and changes. Then we use these patterns to predict the likely future path.

In the multivariate forecasting framework, we should identify as many as possible relevant series that are likely to affect the phenomenon of our interest to develop more comprehensive and accurate forecasting models. We examine many different past data series at hand, and try to find underlying relationships between the phenomenon of our interest and these series, so that, based on the relationship discovered by the data mining techniques, we try to predict the likely future path of our phenomenon of interest.

The following is a causal multivariate model:

$$ y_{t+h} = f(x_{t1}, x_{t2}, ..., x_{tN}). \quad (1) $$

$x_{t1}, x_{t2}, ..., x_{tN}$ represents observations provided from different data series at time $t$, $N$ denotes the number of data series, and $y_{t+h}$ is the $h$ step ahead forecast (so-called forecasting horizon) made in time $t$.

We have constituted our data set with 67 time series (66 input variables + 1 target variable). The output attribute is the number of tourists coming to Turkey by shifting 12 months ($y_{t+12}$), and the input attributes ($x_{t1}, x_{t2}, ..., x_{tN}$) are the list of wholesale prices index of Turkey, US Dollar selling price, 1 ons gold London
selling price in USD, hotel bed capacity of Turkey, number of tourism agencies in Turkey, HCPIs of leading
clients of Turkey (namely Austria, Belgium, Denmark, France, Germany, Greece, Italy, Netherlands, Norway,
Poland, Spain, Sweden, Switzerland, Turkey, United Kingdom, United States, the Czech Republic, Bulgaria,
and Romania), number of the tourists coming from the leading clients of Turkey (namely Germany, Russia,
France, Iran, Bulgaria, Georgia, Greece, Ukraine, Azerbaijan, Austria, Belgium, Denmark, Holland, England,
Spain, Sweden, Switzerland, Italy, Norway, Poland, Romania, USA, Iraq, the Czech Republic, Kazakhstan, and
Japan), exchange rate of the currencies of leading clients of Turkey (Danish Crone, Norwegian Crone, Polish
Zloty, Swedish Crone, Swiss Franc, Turkish Lira, British Pound, Russian Ruble, Bulgarian Lev, Romanian Leu,
Czech Koruna, and Japanese Yen), number of the former tourists and index of year, month, and season. All
66 time series used for input in the development of the multivariate tourism demand significantly influence
the model performance. All values in the given dataset are normalized in the range of [0, 1].

Our input data, which form a matrix $X \in \mathbb{R}^{T \times N}$, and the respected outputs, which form a column vector
$Y \in \mathbb{R}^{T \times 1}$, can be illustrated in a compact matrix format as:

$$
X = \begin{bmatrix}
  x_{11} & \cdots & x_{1N} \\
  \vdots & \ddots & \vdots \\
  x_{T1} & \cdots & x_{TN}
\end{bmatrix},
Y = \begin{bmatrix}
  Y_{1+h} \\
  \vdots \\
  Y_{T+h}
\end{bmatrix}
$$

where $T=204$ is the number of data collection points in a time period, $N = 66$ is the number of the input
variables (time series), and $h = 12$ is the forecasting horizon. $x_{tn}$ is an instance of input data collected
at time $t$, for the $n$th variable. $Y_{t+h}$ is the output response at time $t$. To map the input matrix $X$ to the output
response vector $Y$, in order to determine the functional relationship $f$ (Eq. (1)), we used the MLR, MLP
regression, and SVR algorithms.

Monthly time series data were collected from the Ministry of Tourism of the Republic of Turkey (website:
www.tuizm.gov.tr), The State Institute of Statistics of Turkey (website: www.die.gov.tr), The Databank of
the Central Bank of the Republic of Turkey (website: http://evds.tcmb.gov.tr), The European Central Bank

2.3. MLR

MLR attempts to explain the linear relationship called the regression function between one dependent variable
and more than one explanatory variables.

The model for MLR, given $n$ observations, is:

$$
y_i = \beta_0 + \beta_{1}x_{i,1} + \beta_{2}x_{i,2} + \ldots + \beta_{p}x_{i,p} + e_i
$$

where $x_{i,p}$ is the value of $p$th predictor, $\beta_0$ is the intercept or the bias in machine learning, $\beta_p$ is the coefficient
on the $p$th predictor, $p$ is the total number of predictors, $y_i$ is the predictand, and $e_i$ is the error.

2.4. ANN approach

ANN is made up of highly interconnected computational processing units (so-called artificial neurons) inspired
by biological nervous systems. They have the ability of learning by adjusting the strength of interconnections
that can be achieved by altering the values known as synaptic weights through the input data [19]. The
processing unit (neuron) sums the weighted inputs and transfers the net input through an activation function in order to normalize and produce a result [20].

The multilayer feed-forward neural network is the most commonly used neural network architecture. Backpropagation (BP), which is based on the Widrow–Hoff training rule, is the most popular training algorithm for multilayer feed-forward neural networks [19,21]. There are two types of error correction functions for BP. The first error correction function (Eq. (3)) is employed for output neurons, and the second one is used only for hidden neurons (Eq. (4)) [13].

\[ E_0 = (a_i - y_i) g'(y_i) \] (3)

\[ E_h = \left( \sum_{i=1}^{n} (w_{hi}E_0) \right) g(y_h) \] (4)

where \( y \) is the adjusted output of the \( i^{th} \) node, \( a \) is the expected result, \( w \) represents all of the weights (from 1 to \( n \)) connecting the hidden nodes to all inputs nodes, \( g() \) is the transfer function, and \( g' \) is the first derivative of the activation function.

The next step is to adjust the corresponding weights for the node by using this error. We use Eq. (5) to update the weights, which uses the error previously calculated for the neuron (whether hidden or output):

\[ w_{ij} = w_{ij} + \mu E y_i \] (5)

where \( \mu \) is the learning rate, which is a user-specified parameter. The weight is updated by multiplying the learning rate with the calculated error \( E \) and neuron output \( y_i \), and then adding this to the current weight. The result is a minimization of the error at this node, while the output node activation approaches the expected output [20].

2.5. Support vector regression

In supervised learning, SVM is a new type and currently the most popular learning algorithm. SVM tries to find a linear separating hyperplane by mapping data into the feature space with the higher-dimensional space using the so-called kernel trick. Even samples that are not linearly separable in the original input space can be easily separated in the higher-dimensional space by using the linear hyperplane [22,23]. SVM has been successfully employed for dealing with nonlinear regression problems and time series prediction applications [15].

Suppose we are given training data \{\((x_1, y_1), \ldots, (x_i, y_i)\)\} \( \subset \mathbb{R}^n \times \mathbb{R} \), where \( \mathbb{R} \) denotes the space of the input patterns. In \( \varepsilon - SV \) regression, the goal is to find a function \( f(x) \) that has at most \( \varepsilon \) deviations from the actually obtained targets \( y_i \) for all the training data, and at the same time is as flat as possible [22]. The case of the linear function \( f(x) \) has been described in the following form:

\[ f(x) = \langle w, x \rangle + b, \text{with} \omega \in \mathbb{R}, b \in \mathbb{R} \] (6)

where \( \langle \cdot, \cdot \rangle \) denotes the dot product in \( \mathbb{R} \). \( \langle w, x \rangle \) is called feature, which is nonlinearily mapped from the input space \( x \). The \( w \) and \( b \) are the coefficients, which are estimated by minimizing the regularized risk function. Flatness in the case of Eq. (6) means that one seeks a small \( w \).
The learning procedure of SVM can be explained as follows. The minimization of complexity term can be achieved by minimizing the quantity defined in the following:

$$\frac{\|\vec{w}\|^2}{2}$$

(7)

The coefficients of $w$ and $b$ can be estimated by minimizing the regularized risk function, as follows:

$$R(C) = \left(\frac{C}{N}\right) \sum_{i=1}^{N} L_{\varepsilon}(d_i, y_i) + \frac{\|w\|^2}{2},$$

(8)

where

$$L_{\varepsilon}(d_i, y_i) = \begin{cases} 0 & |d - y| \leq \varepsilon \\ |d - y| - \varepsilon & \text{otherwise,} \end{cases}$$

(9)

$L_{\varepsilon}(d_i, y_i)$ is called the $\varepsilon$-insensitive loss function (Eq. (9)). $C$ and $\varepsilon$ are user-defined parameters in the empirical analysis. The parameter $\varepsilon$ is the difference between the actual values and the values calculated from the regression function. Differences less than or in the size $\varepsilon$ outline a space, so-called $\varepsilon$-tube, around the regression function [22,24,25].

### 2.6. Prediction performance metrics

In the regression, rather than determining whether the predicted value is right or wrong, we should consider how close or how far the predicted values are to the observed values [23]. We used root relative squared error (RRSE), relative absolute error (RAE), and correlation coefficient ($R$, sometimes also denoted $r$) measures to demonstrate the performance of the proposed models. These measures are defined below in Eq. (10), where $n$ is the number of the test cases, $a_i$ is the actual (observed) value for the $i^{th}$ test case, and $p_i$ is the predicted (estimated) value for the $i^{th}$ test case:

$$\bar{a} = \frac{1}{n} \sum_{i=1}^{n} a_i, \quad \bar{p} = \frac{1}{n} \sum_{i=1}^{n} p_i,$$

$$S_A = \frac{1}{n-1} \sum_{i=1}^{n} (a_i - \bar{a})^2, \quad S_P = \frac{1}{n-1} \sum_{i=1}^{n} (p_i - \bar{p})^2, \quad S_{PA} = \frac{1}{n-1} \sum_{i=1}^{n} (p_i - \bar{p})(a_i - \bar{a})$$

(10)

<table>
<thead>
<tr>
<th>Root relative squared error (RRSE)</th>
<th>Relative absolute error (RAE)</th>
<th>Correlation coefficient ($R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RRSE = \sqrt{\frac{\sum_{i=1}^{n} (p_i-a_i)^2}{\sum_{i=1}^{n} (a_i-\bar{a})^2}}$</td>
<td>$RAE = \frac{\sum_{i=1}^{n}</td>
<td>p_i-a_i</td>
</tr>
</tbody>
</table>

The coefficient of determination ($R^2$) shows the percentage of data that can be explained by the regression equation. As $R$ varies in the range of $1 \leq R \leq -1$, $R^2$ gets the values in the range of $0 \leq R^2 \leq 1$ [23].
3. Results and discussion

Forecasting methods provide decision makers superior information for optimal decision-making over time. Analytic assessment of past data and forecasting are different activities, but are strongly related [26].

The purpose of this study was to investigate the applicability of data mining techniques such as MLR, MLP regression, and SVR in forecasting tourism demand for Turkey with respect to its 26 major clients by using multivariate time series among a wide range of the data series for a period between 1996 and 2013 with monthly collected historical data.

In order to achieve this goal, we developed many different data mining models on the basis of 3 regression models (MLR, MLP regression, and SVR) and then compared the best models in each category. Those models were evaluated and compared by using the same validation data through 3 forecasting accuracy measures: correlation coefficient (R), RAE, and RRSE.

In our implementations, we used WEKA [27] data mining software, which is an open source software issued under the GNU General Public License.

3.1. Evaluation of the models

We developed, implemented, and examined several different configurations of the MLR, MLP regression, and SVR models according to their corresponding parameter selection. Because of space consideration, only 29 of them (1 MLR, 14 MLP regression, and 14 SVR models) were reported in this paper.

We employed the 10-fold cross-validation approach to select the training and testing data sets. This approach is worthwhile to represent the characteristics of the full data set in about the right proportion in the training and testing sets when the amount of data for training and testing is limited [23]. In this process, the data set was randomly divided into 10 folds (subsets); each of the 10 folds contained approximately the same number of data points. In each turn, different 9/10 folds of the data set were used for building a model and the remaining 1 fold alone was used for testing the model. At the end, each instance in the dataset became one time a member of any one of the randomly selected 10 different test folds. Since we randomly generated 10 different test folds in the 10-fold cross-validation approach, each run generated 10 error estimates. The error estimates of RAE and RRSE and the R values for the 10 different test folds were averaged and reported.

3.2. Results

The first model that was employed through this study was based on the MLR method to make predictions. MLR models are implemented and examined on the basis of the attribute selection method; when no attribute selection is possible, the M5’s method (eliminate the features with the smallest standardized coefficient until no more improvement is obtained in the estimate of the error given by the Akaike information criterion) and a greedy selection using the Akaike information metric are used [23]. Our investigation showed that MLR with attribute selection of the M5’s method has good accuracy with $R = 0.9863$, RAE = 14.86%, and RRSE = 16.47%, but not better than the MLP regression and SVR models. The MLR with M5’s attribute selection method generates a regression model to explain the statistical relationship between the predictor variables and the response variable in the given dataset. The features with the smallest standardized coefficient are eliminated [23]. The regression equation involves only predictor variables that significantly contribute to the accuracy of the regression model.

The generated regression model is:

$$\text{Total visitors (tourism demand)} = (124718.5763 \times \text{season index}) + (-0.0665 \times \text{whole sale prices of Turkey}) + (-0.3981 \times \text{US Dollar selling price}) + (541.3473 \times 1 \text{ Ons gold})$$

To train the multilayer feed-forward neural networks, we employed BP algorithm, which is based on the Widrow–Hoff training rule [19,21]. The sigmoid transfer function is preferred due to its significant achievement to produce models with sufficient accuracy [28]. We used the sigmoid transfer function for the hidden nodes, and the unthresholded linear activation function for the output node.

The hidden layer of an ANN model acts as a black box to link the relationship between input and output [28]. One of the applied results of Kolmogorov’s theorem for neural networks states that 2 hidden layers are enough for a certain approximation of any complex nonlinear function. In fact, usually 1 layer in a network is satisfactory in order to construct an approximation function [10,13,21]. There is no rule that indicates the optimum number of hidden neurons for any given problem. According to prior studies, the number of neurons in the hidden layer can be up to (1) 2n + 1 (where n is the number of neurons in the input layer), (2) 75% of input neurons, or (3) 50% of input and output neurons [8,29,30].

The learning rate controls the amount of changes in weight and reduces the possibility of any weight oscillation during the training cycle. A learning rate between 0.05 and 0.5 provides good results in most practical cases [31]. The momentum factor determines the effect of past changes and current changes in weights and speeds up the learning time. The momentum factor usually has a value of close to 1, e.g., 0.9 [31,32]. The network stops when a specified number of epochs or the learning rate is reached. Training continues until performance on the validation set is satisfactory or until the specified number of epochs is reached [23].

Among the presented MLP regression models, the MLP model ID 6 had the best forecasting accuracy (Table 1); it was composed of 3 hidden layers with neuron numbers of 33, 10, and 6 (abbreviated in the table as 33–10–6), with learning rate of 0.01, momentum of 0.7, and an epoch value of 500. It can be seen from Table 1 that MLP model ID 6 with $R = 0.9875$, $RAE = 14.19\%$, and $RRSE = 15.82\%$ achieved the best performance among the other MLP regression models. Moreover, in Figures 1 and 2 the comparison and correlation, respectively, between the actual values and the corresponding values predicted by MLP model ID 6 can be seen.

The SVR models used in this study are based on the sequential minimal optimization algorithm, which was originally proposed by Platt [33], improved by Schölkopf and Smola [34], and extended by polynomial or Gaussian kernels [33] for SVR problems [23,35].

Because of the SVR model’s complexity, selection of the optimal parameter is further complicated. To construct the SVR model efficiently, SVR parameters must be set carefully [36–38]. Inappropriate parameters
in SVR lead to overfitting or underfitting [14,38]. The most important parameters for the SVR model are the type of kernel function that is used to model a nonlinear decision hypersurface on the SVR input space and the regularization parameter ($C$), which controls the trade-off between the training error and the complexity. However, there is no general systematic method to select parameters used in the SVR model [22,34, 39–41].

Table 1. Forecasting performance of the MLP-based models for Turkey.

<table>
<thead>
<tr>
<th>MLP model ID</th>
<th>Learning Rate</th>
<th>Momentum</th>
<th># of neurons in the hidden layers*</th>
<th>The number of epochs</th>
<th>Correlation coefficient</th>
<th>Relative absolute error</th>
<th>Root relative Squared Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>0.2</td>
<td>4</td>
<td>500</td>
<td>0.9867</td>
<td>14.20%</td>
<td>16.30%</td>
</tr>
<tr>
<td>2</td>
<td>0.03</td>
<td>0.8</td>
<td>33–11</td>
<td>500</td>
<td>0.9858</td>
<td>14.80%</td>
<td>16.91%</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>0.5</td>
<td>33–11</td>
<td>500</td>
<td>0.9866</td>
<td>14.41%</td>
<td>16.37%</td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>0.8</td>
<td>66–33–11</td>
<td>500</td>
<td>0.9866</td>
<td>14.46%</td>
<td>16.38%</td>
</tr>
<tr>
<td>5</td>
<td>0.01</td>
<td>0.8</td>
<td>67–33–11</td>
<td>500</td>
<td>0.9866</td>
<td>14.48%</td>
<td>16.36%</td>
</tr>
<tr>
<td>6</td>
<td>0.01</td>
<td>0.7</td>
<td>33–10–6</td>
<td>500</td>
<td>0.9875</td>
<td>14.19%</td>
<td>15.82%</td>
</tr>
<tr>
<td>7</td>
<td>0.01</td>
<td>0.7</td>
<td>67–11</td>
<td>500</td>
<td>0.9853</td>
<td>14.70%</td>
<td>17.21%</td>
</tr>
<tr>
<td>8</td>
<td>0.01</td>
<td>0.8</td>
<td>67–67</td>
<td>500</td>
<td>0.9825</td>
<td>15.34%</td>
<td>18.87%</td>
</tr>
<tr>
<td>9</td>
<td>0.01</td>
<td>0.7</td>
<td>67–67</td>
<td>500</td>
<td>0.9827</td>
<td>15.60%</td>
<td>18.92%</td>
</tr>
<tr>
<td>10</td>
<td>0.01</td>
<td>0.7</td>
<td>66–67</td>
<td>500</td>
<td>0.9823</td>
<td>15.65%</td>
<td>19.20%</td>
</tr>
<tr>
<td>11</td>
<td>0.01</td>
<td>0.8</td>
<td>66–33</td>
<td>500</td>
<td>0.9832</td>
<td>15.13%</td>
<td>18.45%</td>
</tr>
<tr>
<td>12</td>
<td>0.01</td>
<td>0.8</td>
<td>67–20</td>
<td>500</td>
<td>0.9845</td>
<td>14.88%</td>
<td>17.70%</td>
</tr>
<tr>
<td>13</td>
<td>0.01</td>
<td>0.8</td>
<td>33–15</td>
<td>500</td>
<td>0.9851</td>
<td>14.68%</td>
<td>17.31%</td>
</tr>
<tr>
<td>14</td>
<td>0.01</td>
<td>0.8</td>
<td>67–33–67</td>
<td>500</td>
<td>0.9864</td>
<td>14.75%</td>
<td>16.43%</td>
</tr>
</tbody>
</table>

*67 = # of attributes + class, 66 = # of attributes.

Figure 1. Comparison of actual values with the results obtained from MLP model ID 6.

The results for the 14 SVR models are reported in Table 2. SVR models are implemented and examined on the basis of variation in the following parameters: complexity ($C$), kernel function, and the kernel function exponent, gamma, omega, and sigma parameters. It can be seen from Table 2 that among the SVR models using the polynomial kernel, model ID 2, with complexity parameter 0.1 and exponent parameter 2, showed better accuracy with $R = 0.9862$, $RAE = 13.59\%$, and $RRSE = 16.47\%$. Among the SVR models using the normalized polynomial kernel, model ID 6, with complexity parameter 2 and exponent parameter 3, showed better accuracy with $R = 0.9899$, $RAE = 12.82\%$, and $RRSE = 14.13\%$. Among the SVR models using the RBF kernel, model ID 10, with complexity parameter 25 and gamma parameter $\gamma = 0.02$, showed better accuracy with $R = 0.9897$, $RAE = 12.49\%$, and $RRSE = 14.29\%$. Among the SVR models using the PUK kernel, model ID 13 with complexity parameter $c = 16$, omega parameter $\omega = 3$, and sigma parameter $\sigma = 11$,
showed the best accuracy with $R = 0.9901$, $RAE = 12.34\%$, and $RRSE = 14.02\%$. This model (among the models evaluated in this study) gives also the best results overall. Table 2 also shows that the forecasting performance of the SVR model with the PUK kernel among the 14 SVR models was superior to the ones with the other kernels. Comparison of the actual tourist arrivals with the forecasted tourist arrivals by SVR model ID 13 is shown in Figure 3. In addition, Figures 4 and 5 show the performance of this model by illustrating correlation and error bars between the actual values and the corresponding predicted values.

![Figure 2. Performance of MLP model ID 6 for a dataset.](image)

**Table 2.** Forecasting performance of the SVR-based models for Turkey.

<table>
<thead>
<tr>
<th>SVR model ID</th>
<th>C</th>
<th>Kernel type</th>
<th>Correlation coefficient</th>
<th>Relative absolute error</th>
<th>Root relative squared error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>The polynomial kernel (Exponent: 1)</td>
<td>0.9758</td>
<td>16.15%</td>
<td>22.50%</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>The polynomial kernel (Exponent: 2)</td>
<td>0.9862</td>
<td>13.59%</td>
<td>16.47%</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>The polynomial kernel (Exponent: 2)</td>
<td>0.9874</td>
<td>13.64%</td>
<td>15.80%</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>The polynomial kernel (Exponent: 3)</td>
<td>0.9718</td>
<td>16.56%</td>
<td>23.51%</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>normalized polynomial kernel (Exponent: 4)</td>
<td>0.9895</td>
<td>13.20%</td>
<td>14.48%</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>normalized polynomial kernel (Exponent: 3)</td>
<td>0.9899</td>
<td>12.82%</td>
<td>14.13%</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>normalized polynomial kernel (Exponent: 2)</td>
<td>0.9885</td>
<td>13.17%</td>
<td>15.15%</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>The RBF kernel (Gamma: 0.04)</td>
<td>0.9878</td>
<td>12.60%</td>
<td>15.57%</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>The RBF kernel (Gamma: 0.03)</td>
<td>0.989</td>
<td>12.65%</td>
<td>14.76%</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>The RBF kernel (Gamma: 0.02)</td>
<td>0.9897</td>
<td>12.49%</td>
<td>14.29%</td>
</tr>
<tr>
<td>11</td>
<td>100</td>
<td>The RBF kernel (Gamma: 0.01)</td>
<td>0.9893</td>
<td>12.56%</td>
<td>14.53%</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>PUK (Omega/Sigma: 3/11)</td>
<td>0.99</td>
<td>12.47%</td>
<td>14.10%</td>
</tr>
<tr>
<td>13</td>
<td>16</td>
<td>PUK (Omega/Sigma: 3/11)</td>
<td>0.9901</td>
<td>12.34%</td>
<td>14.02%</td>
</tr>
<tr>
<td>14</td>
<td>20</td>
<td>PUK (Omega/Sigma: 3/6)</td>
<td>0.9898</td>
<td>12.49%</td>
<td>14.25%</td>
</tr>
</tbody>
</table>

To evaluate how accurate the results of the developed models are, the coefficient of correlation ($R^2$) was also used as a statistical verification tool. Estimated values were graphically correlated with the actual values as in Figures 2 and 4. The models were found to be able to learn the relationships among the input parameters, i.e. the number of tourists, the exchange rates, HCPFs, wholesale prices index, gold price, hotel bed capacity, number of tourism agencies. Figure 2 gives the statistical performance of the ANN model. It appears that there is a relatively good agreement between the ANN predictions and the actual data. This can be inferred from the $R^2$ value of 0.9752 (Figure 2). Figure 4 gives the statistical performance of the SVR model. Similarly, there is
a relatively good agreement between the SVR predictions and the actual data. This can be inferred from the $R^2$ value of 0.9803 (Figure 4). The $R^2$ value of the model reflects the overall error performance of the model. One can clearly see that the SVR model gives better correlation between the estimated and the real tourism demand for Turkey than the ANN model. Consequently, when the results in the Figures are evaluated, it can be concluded that we can use the SVR model for the prediction of tourism demand for Turkey.

Figure 3. Comparison of actual values with the results obtained from SVR model ID 13.

Figure 4. Performance of SVR model ID 13.

Figure 5. Error bars for SVR model ID 13.
3.3. Comparison of the models

In the second step of our study we compared the forecasting performances of the best models in the SVR, MLP regression, and MLR categories.

SVM differs from the other data mining methods as a neural network with its generalization technique. Instead of minimizing calculated training errors, SVM attempts to minimize the generalized error bound to achieve generalized performance [42,43]. While SVR and MLR deterministically converge to the same solution for a given data set, MLP has a stochastic training process since it starts with randomly assigned ANN connection parameters [44,45].

For this reason, to compare the performance of the best models in the categories of MLP, SVR, and MLR, simulations were repeated 10 times in order to obtain statistically significant comparisons. In each new simulation, the data set was randomized again. Because we used 10-fold cross-validation in each simulation, 10 different independent simulations produced 100 reliable and realistic error estimates. In other words, for statistical confidence, the training and testing process was repeated 100 times with the data sets randomly split by 10-fold cross-validation. In all cases, we reported the averages of the testing errors and next to them the standard deviation values in parenthesis (Table 3). Moreover, the statistical significance among the best models of each category according to their performance was measured by corrected two-tailed paired t-test at the \( \alpha = 0.05 \) significance level to identify if there is significant difference between the models. The averages of 100 error estimates across all folds (10-fold) and runs (10 independent simulations) were reported with standard deviation values.

<table>
<thead>
<tr>
<th>Model</th>
<th>Rank</th>
<th>Correlation coefficient*</th>
<th>Relative absolute error*</th>
<th>Root relative squared error*</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLR</td>
<td>3</td>
<td>0.98 (0.02)</td>
<td>16.62% (5.16)</td>
<td>20.62% (13.63)</td>
</tr>
<tr>
<td>MLP Regression</td>
<td>2</td>
<td>0.99 (0.01)</td>
<td>14.96% (4.03)</td>
<td>16.16% (5.18)</td>
</tr>
<tr>
<td>SVR</td>
<td>1</td>
<td>0.99 (0.01)</td>
<td>12.96% (3.28)</td>
<td>14.51% (3.85)</td>
</tr>
</tbody>
</table>

* The results are given in the form means ± standard deviation.

The results obtained in our research indicate that SVR provides more accurate forecasts than MLP regression and MLR methods. According to the simulation results, SVR models with PUK kernel have satisfactory precision, which is even better than those of MLP regression and classical linear regression models. Comparison of the 3 best models is shown in Figure 6 and Tables 3 and 4, where it can be seen that the SVR model is the best and the MLP regression model is better than the MLR model. The WEKA experimenter module was reported as a result of corrected paired two-tailed t-test at \( \alpha = 0.05 \) significance level; there was a significant difference between the SVR and MLP regression models and also there was a significant difference between the MLP regression and MLR models in terms of the RAE measure. We ranked the models in Table 3 by using corrected paired two-tailed t-test in terms of the RAE results.

3.4. Discussion

In this study, the simulation results support the discussions in the “Introduction” section of this paper. As seen in Table 3, apparently SVR has better performance than the MLR and the MLP regression.

As shown in Figure 6, the data for the model of tourism demand forecasting for Turkey only takes on a monotonously increasing or decreasing change. Usually, the bigger the fluctuation of data is, the bigger the error is. SVR uses the principle of structural risk minimization approach in place of experiential risk minimization,
which makes it an excellent generalization method in the case of a small sample. That is why SVR has an ability to generalize even in the wake of fluctuation of data [38]. Thus, the forecasting error of SVR is also small under circumstances in which changes in the data take on great fluctuation. The ANN, which implements the principle of empirical risk minimization [38], needs a large amount of training data, so the forecasting performance of ANN is less excellent than that of SVR in the case of a small sample [46].

![Figure 6. Comparison of all methods.](image)

**Table 4.** Results of the best MLR, MLP, and SVR models for the last 12 instances.

<table>
<thead>
<tr>
<th></th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>MLR</td>
</tr>
<tr>
<td>1104754</td>
<td>1208568</td>
</tr>
<tr>
<td>1268440</td>
<td>1147012</td>
</tr>
<tr>
<td>1841154</td>
<td>1747768</td>
</tr>
<tr>
<td>2451031</td>
<td>2397896</td>
</tr>
<tr>
<td>3810236</td>
<td>3365125</td>
</tr>
<tr>
<td>4073906</td>
<td>4075008</td>
</tr>
<tr>
<td>4593511</td>
<td>4981012</td>
</tr>
<tr>
<td>4945999</td>
<td>4520235</td>
</tr>
<tr>
<td>4266133</td>
<td>4373720</td>
</tr>
<tr>
<td>3402460</td>
<td>3061817</td>
</tr>
<tr>
<td>1709479</td>
<td>1928022</td>
</tr>
<tr>
<td>1442995</td>
<td>1718883</td>
</tr>
</tbody>
</table>

Because the superior performance on the training stage does not always guarantee generalization achievement, the performance of the developed models was measured using test data, which is out-of-sample data. The accuracy of the forecasting model must be evaluated with unbiased performance comparisons. One possible approach for evaluating the forecasting performance is to investigate whether traditional error measures such as correlation coefficient ($R^2$) and error bars between the actual out-of-sample returns and their predicted values are small or highly correlated, respectively. The empirical results show that SVR can accurately estimate the tourism demand for Turkey because of the high correlation ($R^2$) and low error bars as seen in Figures 4 and 5. This is due to the fact that the correlation ($R^2$) and error bars of these models indicate higher positive relationship between the actual and predicted values of the tourism demand for Turkey. The findings strongly support the nonlinearity relationship between the past time series [47,48].
The study shows that SVR provides a promising alternative to the ANN for the tourism demand forecasting. As demonstrated in the simulations, SVR forecasts considerably better than the ANN in the time series prediction. The superior performance of SVR over ANN is due to the following reasons:

1) SVR realizes the structural risk minimization principle, which minimizes an upper bound of the generalization error rather than minimizing the training error. This eventually leads to better generalization than the ANN, which implements the empirical risk minimization principle [42].

2) Since the gradient steepest descent algorithm utilized in the ANN method updates the weights in such a way that the summed square error is minimized along the steepest slope of the error surface, the ANN may not converge to global solutions. Furthermore, a global solution is not guaranteed since the algorithm can become stuck in the local minima. On the contrary, the training SVR is equivalent to solving a linearly constrained quadratic programming and the solution of SVR is always unique, optimal, and global [49,50].

3) The usage of the validation set to end the training of the ANN needs much experience and care. Although we have a validation set, it is quite problematic to guarantee that there is no overfitting in the ANN. This is a weakness of this method. Early stopping during training may not permit the network to learn the complexity of the prediction. On the other hand, stopping training too late may let the network learn the complexity too much, resulting in overfitting the training samples. Even though we have the advantage of using the validation set, it is still challenging to determine whether there is overfitting or not in the ANN.

4. Conclusion

In the study of multivariate processes, a framework is needed for describing not only the properties of the individual series, but also the possible cross-relationship among the series. The purpose of analyzing and modeling the series jointly is to understand the dynamic relationships over time between the series and to improve the accuracy of forecasts of individual series by utilizing the additional information available from the related series in the forecasts for each series [51].

This study presents a multivariate time series forecasting to predict the tourism demand for Turkey by employing MLR, SVR, and MLP regression methods. The real data sets with respect to Turkey and its top ranked 26 tourism client countries are used to compare the performance of those methods and to determine their achievement on forecasting tourism demand for Turkey. Comparison of the simulation results among the MLR, SVR, and MLP regression demonstrated that the SVR method has the best forecasting accuracy. Simulation results showed that the SVR model can produce lower prediction error and higher prediction accuracy and outperforms the MLR and MLP regression models. According to the simulations, it can be concluded that the tuned SVR method with the multivariate time series has enough satisfactory performance to forecast the tourism demand for Turkey; however, we still need numerous simulations to evaluate and determine the most suitable SVR model.

This paper compared the performance of different data mining methods in forecasting tourism demand for Turkey. Unfortunately, there is no certain or systematic method to select the appropriate model. Tourism planners and managers face uncertainty over the short and long run in the future demand for tourism goods and services and developing accurate forecasting tools would be of great help in planning and management. Our results showed that among the methods mentioned above, SVR has better performance and can be employed in multivariate time series forecasting.
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