A new security relation between information rate and state size of a keystream generator
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Abstract: Wireless communication in near field applications is becoming widespread. Most of the devices such as sensor networks or RFID applications are operated in constraint environments and some of these prevalent technologies require security applications. As one conclusion, the design and analysis of lightweight cryptographic algorithms has been one of the favorite research subjects over the last decade. We have seen that mostly lightweight block ciphers have been designed as symmetric encryption algorithms. The main reason is that stream ciphers are supposed to have large internal states due to the strict requirement related to their resistance against tradeoff attacks (time–memory–data tradeoff (TMDT)). In this work, we introduce a new stream cipher encryption mode by making use of error correcting codes, constituting a new tradeoff between information rate of the employed code and the internal state size of the keystream generator. This tradeoff enables us to decrease the state size without sacrificing the security against TMDT attacks.

The classical stream cipher encryption relies on deterministic keystream generation both at transmission and at receiver sides. On the other hand, we propose a noisy and nondeterministic keystream production, which we call the noisy keystream encryption (NKE). The receiver does not need the noise sequence to decrypt the ciphertext. However, it is a difficult problem for an attacker to recover the keystream sequence under the known plaintext scenario. We show that this gives a significant advantage in resisting attacks that require the keystream perfectly without any error. Particularly we prove that adding noise improves the security level in terms of internal state size against TMDT-type attacks.
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1. Introduction

Vernam’s one time pad provides perfect secrecy in terms of ciphertext only attacks. That is, an attacker has no advantage in getting information about the plaintext for a given corresponding ciphertext as long as the key is used only once and produced randomly (having entropy more than that of the plaintext). However, due to its cumbersome key management, deterministic keystream generators are mostly in use today. Receivers require the keystreams used in the encryption processes so as to decrypt the received ciphertexts perfectly in both schemes. We propose a new keystream encryption model in this work. The receiver does not need to
produce the same noisy keystream as the transmitter produced perfectly to recover the plaintext in the new model. This model makes use of error correcting codes and the keystream is produced by adding some noise from a certain set, which we call noisy keystream encryption (NKE). The receiver can successfully recover the encoded plaintext from the noisy keystream even though the noise sequence is not known to him.

Note that this approach is prominently different from the conventional stream cipher model in which a deterministic keystream can easily be extracted from a known plaintext/ciphertext pair. On the other hand, the noisy deterministic keystream itself cannot be recovered by anyone who cannot produce the deterministic keystream. Therefore, the proposed model enhances security dramatically against error nontolerant attacks, which produce either wrong output or no output when an error occurred in their keystream data, particularly against time–memory–data tradeoff (TMDT) attacks.

TMDT attacks are used to invert one-way functions. One obvious way of inverting one instance is to exhaustively search all the possible inputs. The other straightforward way is to store all input–output pairs in a memory and find the inversion of an output by using the memory without any search. Hellman described how to invert a special type of one-way functions deduced from DES encryptions [1]. Inverting each instance relates to recovering a DES key in the chosen plaintext scenario, introducing a tradeoff between memory and time complexities. Then Babbage [2] and Golic [3] independently introduced the tradeoff attack between data and memory to recover one of the internal states for stream ciphers. Biryukov and Shamir improved the Hellman attack by making use of more data in the stream cipher encryption [4]. All these attacks impose a security criterion on stream ciphers: the state size must be not less than twice as large as the key size.

In fact, resistance to TMDT attacks has recently been considered an important security measure in stream cipher design. For a stream cipher, the ideal case in terms of hardware area cost (HAC) efficiency is that the internal state size is equal to the size of the key. Note, however, that it is impossible to attain the ideal case for the classical models due to their vulnerability to TMDT attacks. An appreciated countermeasure to this threat is to pick the internal state size of a keystream generator not less than twice as large as the size of the key initiating the internal state of the keystream. Although stream ciphers are historically accepted as low-cost confidentiality solutions for small hardware needs, this criterion would change this standing by imposing modern stream cipher designs to have larger internal states. Eventually, such an enlargement in internal states implies a significant increase in HAC. For instance, one of the GSM encryptors, A5/1, designed in the mid-80’s, covers about 750 gate equivalents (GE) [5], but it is highly vulnerable to TMDT attacks, e.g., in [6] Biryukov et al. presented a TMDT attack on A5/1 such that the key is recovered in 1 s with only 2 min of the conversation on a PC. However, two modern low-cost stream ciphers designed under the TMDT security criteria, Grain [7], requires 1300 [8]. Meanwhile, on the block cipher side, recently proposed lightweight ciphers such as PRESENT [9], KTANTAN [10], and PRETCIPHER [11] need about 1000 GE, 460 GE, and 400 GE, respectively.

Area constraint may negate some advantages of stream ciphers over block ciphers. Therefore, we consider this issue in the remaining part of the work and show that at a cost of increasing the communication overhead, it is possible to decrease the HAC threshold of stream ciphers without undermining the security level. Furthermore, we construct a tradeoff between HAC and information rate as the ratio between the internal state size and the key size tending the minimum value $\frac{2}{2-R}$, where $R$ is the information rate. In addition, we show that it is possible to achieve the ideal case for the NKE model asymptotically. Thanks to this tradeoff, efficient design solutions can be provided for extremely resource constrained environments in disparate systems, e.g., wireless sensor networks and RFID tags. Indeed, in these systems, even addition of a small number of gates might cause a cipher model to be unusable, and this is the main reason why HAC reduction is crucial.
The organization of this paper is as follows. In the next section, we give a brief update on related work. Section 3 introduces the building blocks used in the proposed NKE model and analyzes its security improvement against error nontolerant attacks. After a short recall of TMDT attacks, in Section 4, we point out that HAC reduction for stream ciphers is achievable using the proposed model. Additionally, we show how the minimum initial vector (IV) size for the NKE model changes. We conclude this paper finally in Section 5.

2. Related work

Intentionally the use of random noise in a cryptographic primitive has been introduced previously in different studies. McEliece presented a public-key crypto scheme that uses linear block coding such that the encryption process involves multiplication of the message with a transformed generator matrix and the modulo 2 addition of a random error vector $e$ [12]. The security mechanism of the system utilizes the NP-hard decoding problem of an arbitrary linear code. Moreover, in [13], Hopper and Blum introduced the human–computer protocol relying on the learning parity with noise (LPN) as a problem of decoding random linear codes. Furthermore, Aumasson et al. introduced the TCHo, which is a public key cryptosystem whose security is built on the difficulty of the problem of finding a multiple of a given polynomial with a very small number of coefficients [14]. For this system, the encryption procedure results in a noisy message and by only using the key, i.e. the sparse multiple of the feedback polynomial, the message part can be extracted from the noisy part. Furthermore, [15, 16, 17] have presented an approach for stream ciphers that basically embeds a random bit sequence into the ciphertext depending on the value of a pseudo-random sequence. Firstly, messages are encoded and then XOR’ed with a keystream sequence. Then a random vector is concatenated to the result, augmenting the ciphertext, and this value is multiplied with a secret permutation matrix $P$, which is also known by the receiver. Last, a random noise sequence is summed with the result.

The idea of noisy keystream encryption was first presented by Kara and Erguler in ISCTurkey [18] and then in SASC [19]. The main motivation in adding noise to the keystream was enhancing the security of the existing keystream generator against certain attacks. Several models such as accumulation model, confusion model, or feedback model were introduced in this manner. Then the papers discuss and compare security enhancements of these models against some attacks such as guess and determine attacks, correlation attacks, free binary decision diagram attacks, and algebraic attacks besides the tradeoff attacks. As a concrete example, the improvement of the security of the GSM encryption scheme, A5/1, is assessed for each model separately against certain types of attacks mounted on A5/1 in the literature. The problem of improving tradeoff between information rate and the state size of a keystream generator is not studied in [18] or in [19].

An extended abstract related to tradeoff between information rate and state size was presented in [20]. This presentation contains only Theorem 1 without proof and the tradeoff between IV size and the information rate, which is given in Theorem 2, is missing. We give a complete set of statements including proofs and corollaries in this work.

In the next section, we describe the NKE model, which uses error correcting coding to significantly increase the security performance of the system against error nontolerant attacks.

3. The NKE model

3.1. Preliminaries

The encryption process of the proposed NKE model consists of three steps. Firstly, the plaintext sequence is chopped into the block of $k$-bits and the encryption algorithm proceeds by executing the following steps on
individual blocks. The \((n, k)\) linear block code encodes each block of plaintext block into \(n\) bit codeword. In the next step, the keystream generator outputs a keystream block with the same length of codeword as \(n\)-bits. Simultaneously, depending result of a true random number generator (TRNG), an \(n\)-bit error vector (noise block) is randomly picked from a predetermined error vector set. At the last step, the codeword, corresponding keystream block and the selected error vector are summed up to produce the ciphertext block. Nevertheless, the decryption procedure is split into two steps. In the first step, each ciphertext block is XOR’ed with respective keystream block and the result is decoded in the second step to capture the message block. In order to make the description of the model clear, the following notation is demonstrated in Table 1.

Table 1. Notation for the proposed NKE model.

<table>
<thead>
<tr>
<th>(n, k)</th>
<th>(codeword, message) length</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_{(n,k)})</td>
<td>The encoder for the linear block code (n, k)</td>
</tr>
<tr>
<td>(D_{(n,k)})</td>
<td>The decoder for the linear block code (n, k)</td>
</tr>
<tr>
<td>(S)</td>
<td>The set of error patterns</td>
</tr>
<tr>
<td>(t)</td>
<td>Error correcting capability</td>
</tr>
<tr>
<td>(G)</td>
<td>The generator matrix</td>
</tr>
<tr>
<td>(m)</td>
<td>(k)-bit plaintext block, (m = (m_1, \cdots, m_k))</td>
</tr>
<tr>
<td>(v)</td>
<td>(n)-bit codeword block, (v = (v_1, v_2, \cdots, v_n))</td>
</tr>
<tr>
<td>(z)</td>
<td>(n)-bit keystream block, (z = (z_1, \cdots, z_n))</td>
</tr>
<tr>
<td>(e)</td>
<td>(n)-bit noise block, (e = (e_1, e_2, \cdots, e_n))</td>
</tr>
<tr>
<td>(\hat{z})</td>
<td>(n)-bit noisy-keystream, (\hat{z} = (\hat{z}_1, \cdots, \hat{z}_n))</td>
</tr>
<tr>
<td>(c)</td>
<td>(n)-bit ciphertext block, (c = (c_1, c_2, \cdots, c_n))</td>
</tr>
<tr>
<td>(w)</td>
<td>Hamming weight</td>
</tr>
<tr>
<td>(\oplus)</td>
<td>XOR operator</td>
</tr>
</tbody>
</table>

3.2. Encryption

The encryption algorithm of the NKE model works in the following order. In the first step, plaintext sequence \(M\) is split into \(k\)-bit blocks as \(m_1, m_2, \cdots\). Then by using code encoding \(E_{(n,k)}(m_i)\) takes message block \(m_i\) and outputs codeword \(v_1\). In the meantime, an error vector is chosen randomly from the set of error patterns as \(S_\epsilon = \{\epsilon_1, \epsilon_2, \cdots, \epsilon_\psi\}: \epsilon_1 \in S_\epsilon\) depending on output of the TRNG, where \(\Psi\) represents the number of error patterns. Then the codeword \(v_1\), corresponding keystream block \(z_1\), and the picked error vector are \(e_1\) XOR’ed to produce the ciphertext block \(c_1\) as depicted in the following equation:

\[
c_1 = v_1 \oplus z_1 \oplus e_1. \tag{1}\]

The enciphering process is expressed in matrix form as given below; it is also shown in Figure 1, where \(g_0, g_1, \cdots, g_k\) constitutes rows of the generator matrix \(G\) such that \(v = m \cdot G\).

\[
\begin{bmatrix}
c_1 \\
c_2 \\
\vdots \\
c_n \\
\end{bmatrix} = \begin{bmatrix} g_0 \\
g_1 \\
g_2 \\
g_k \end{bmatrix}^T \begin{bmatrix} m_1 \\
m_2 \\
\vdots \\
m_k \end{bmatrix} \oplus \begin{bmatrix} z_1 \\
z_2 \\
\vdots \\
z_n \end{bmatrix} \oplus \begin{bmatrix} e_1 \\
e_2 \\
\vdots \\
e_n \end{bmatrix}.
\]
3.3. Decryption

In the decryption process of the NKE model, the ciphertext block $c_i$ is firstly XOR’ed with the respective produced keystream block $z_i$ and the noisy codeword is attained as $v_i \oplus e_i$. Since all transmitted error vectors can be corrected by the error correcting code, $D_{[n,k]}(v_i \oplus e_i)$ results in the corresponding message block $m_i$. This procedure is illustrated in Figure 2 and also expressed in the following equation:

$$m_i = D_{[n,k]}(c_i \oplus z_i).$$

In a traditional noisy communication channel, correctness of the message is guaranteed by the linear block code if there are $t$ or fewer errors in the received message, where $t$ is the error correcting capability. In our case, however, all possible error patterns are known by both the sender and the receiver and a standard array should be constructed in order to maximize the number of error patterns as $2^{n-k}$. In this standard array model, illustrated in Figure 3, the receiver perfectly captures the message as long as all elements of $S$ are assigned as coset leaders. Therefore, in the remaining parts of the study, we suppose that $|S| = 2^{n-k}$, i.e. $2^{n-k}$ different error patterns should be randomly selected in the error addition process of the sender.

3.4. Security of the NKE model for error nontolerant attacks

Before we elaborate on our security analysis, we will first state a set of reasonable definitions and assumptions. We define an error nontolerant attack on a random one-way function as the attack that gives no output or a wrong and irrelevant output when an error occurs in its input. By irrelevant output, we mean an output that gives no advantages in obtaining the correct output. Moreover, we suppose that the set of possible error patterns
may not be kept secret and it is available to an attacker. Since error non-tolerant attacks result in a wrong output even in the existence of a single bit error, a plausible method for an adversary may be realizing the following strategy. Assume that the attack requires \( V \)-bits of keystream sequence before adaptation of our technique. Notice that by means of our approach the number of candidates for an \( n \)-bit keystream block is \( 2^{n-k} \), because one out of \( 2^{n-k} \) different error vectors has been added to this block. Therefore, there are now many possibilities for the \( V \)-bits of keystream sequence. The adversary should firstly compute all possibilities for this keystream sequence and then execute his classic attack approach. It is apparent that \( V \) indeed represents the consecutive keystream length to be used in each trial of the attack. Suppose \( \tau \) denotes number of \( n \)-bit blocks in \( V \)-bits of keystream sequence as \( \tau = \lfloor V/n \rfloor \). If \( V \) mod \( n \neq 0 \), there may be also possibilities in the remaining \( V \) mod \( n \) bits. By assuming there are \( 2^l \) error vectors such that they differ in their first \( l \) bits for \( l \leq n-k \), the total number of candidates for \( V \)-bits of keystream sequence can be expressed as
\[
(2^{n-k})^\tau \cdot 2^\min(l,n-k).
\]

Let \( T \) denote time complexity of the classical attack before the NKE model is deployed, i.e. there is only one keystream sequence candidate to mount the attack. Note, however, that for the NKE model there are many possibilities for the same keystream sequence as \( (2^{n-k})^\tau \cdot 2^\min(l,n-k) \). Hence, time complexity of the attack for our approach can be given as
\[
T = T \cdot (2^{n-k})^\tau \cdot 2^\min(l,n-k).
\]

In the next section, we review another type of error non-tolerant attacks as TMDT attacks.

4. Hardware area cost reduction method

4.1. TMDT attacks

The main idea behind TMDT is distributing total attack complexity for a cipher into memory, time, and data complexities, so that an impractical attack may be applicable. This attack is more effective on stream ciphers compared to block ciphers, because precomputed tables are constructed related to keystream sequences rather than ciphertext sequences. In other words, the same tables can be reused for various ciphertext sequences produced by the same cipher.

The most interesting property of TMDT attacks is that they can be mounted on any cipher regardless of its internal working. Modern TMDT attacks are well known and considered in the design of stream ciphers for many years. In 1995, Babbage stated that as long as the state size of the stream cipher is less than twice the key size, the cipher is vulnerable to a time–memory tradeoff attack and its complexity will be less than \( O(2^\kappa) \), where \( \kappa \) is the length of the key \( [2] \). It is equivalent to say that the internal state of a stream cipher should be more than twice the key length to resist such an attack. By conforming to this rule ensures\(^1\) that the time–memory tradeoff attack would have complexity of at least \( O(2^\kappa) \). Nevertheless, such a security criterion forces cipher designs to have larger internal states, i.e. increase in HAC.

The idea of applying a time–memory tradeoff attack on stream ciphers was firstly addressed by Babbage \([2]\) and Golic \([3]\) independently, and hence known as the BG model. Following these studies, inspired by the original work of Hellman \([1]\), Biryukov and Shamir introduced the use of multiple data to enhance the basic BG attack \([4]\), named the BS model.

\(^1\)It was demonstrated that the adoption of a state twice as large as the key is useless, unless IV size is as large as the key size (https://eprint.iacr.org/2005/090). The reason is obvious that to provide resistance against TMDT attacks, the internal state size of the cipher for any moment must be larger than twice the key size, i.e. it is ensured that the attack complexity is higher than exhaustive search. Hence, throughout this paper we suppose that this condition is satisfied by the related ciphers.
Figure 3. NKE model standard array: The error vectors are assigned as coset leaders for an \((n, k)\) linear code.

A TMDT attack is usually described by the following parameters: the search space \(N\), time cost of precomputation stage \(P\), the memory cost for storing tables \(M\), time cost of the online phase \(T\), and number of data samples used in the online phase \(D\). According to the BG model, by using \(D\) different known keystreams of length \(\log N\) and a precomputed table, which stores \(M\) randomly chosen possible internal states and their corresponding \(\log N\) length outputs, it is likely that the internal state of the cipher is recovered. If \(M = N/D\) is chosen, and \(D \cdot M = N\) is satisfied, from the birthday paradox the probability of finding a match between the \(D\) keystreams and outputs of the table is high. Therefore, the tradeoff curve of the attack can be written as \([2, 3]\):

\[
TM = N, T \leq D \text{ and } P = M.
\]

For the BS model, in the precomputation stage \(t/D\) tables each of which contains \(m\) entries and encloses \(tm\) states are created, where \(mt^2 = N\). The tables span only \(tm \cdot \frac{t}{D} = N/D\) of all states. During the online stage, a match is searched between the data and the table entries. The tables include \(N/D\) states and \(D\) data samples are searched; hence it is likely that a match is obtained. The costs of the attack can be calculated as follows. There are \(t/D\) tables and size of each table is \(m\). Therefore, the memory cost of the attack is \(M = mt/D\). In addition, \(D\) data samples are searched within \(t/D\) tables. Since each trial costs time in \(t\), online time complexity of the attack becomes \(T = t \cdot t/D \cdot D = t^2\). In the light of these values, the BS model curve can be expressed as \([4]\):

\[
M^{2TD^2} = N^2, \text{ with } P = N/D \text{ and } D^2 \leq T.
\]

4.2. The lower bound for the state size of the NKE model

Since a TMDT attack is a type of error nontolerant attack, considering Eq. 3 one can realize that time complexity of the TMDT attack increases for the NKE model. As a consequence, minimum internal size requirement against TMDT attacks becomes less than \(2\kappa\) and in the following theorem we give the minimum required state sizes for both BG and BS models.

**Theorem 1** For an \((n, k)\) linear block code, \(R = k/n\) is known as the information rate. Let \(\kappa\) be the length of the secret key. Then, according to BG and BS models, the lower bound for the state size of the NKE model is \(\kappa \cdot (1 - \frac{R}{2})^{-1}\) and it is less than \(2\kappa\).

**Proof** Let \(K = 2^\kappa\) and \(C\) represent the attack complexity, i.e. \(C = \max(M, T, D)\) and \(\eta\) represent state size of the cipher\(^2\), and so \(N = 2^\eta\). The constraint regarding the key size is \(C \geq K\). Below, we will derive the lower bounds of the state size for the BG and BS models successively.

\(^2\)In general, complexity of the TMDT attack is determined by the largest of \(M, T, D\). Moreover, it is usually assumed that the attacker has an unlimited amount of time in the precomputation phase. Thus, \(P\) is usually not considered in cost evaluation of the attack.
For the BG model it is assumed that $DM = N$ in the case of $T = D$. The equation (3) can be also expressed as $T = D \cdot (2^{n-k})^{\tau} \cdot 2^{\min(l,n-k)}$. Because $\tau = \lfloor \log N/n \rfloor$, we can write

$$T \approx D \cdot (2^{n-k})^{\log N/n} = D \cdot N^{1-R}. \quad (4)$$

It can be seen that $T > D$, and so $C_{BG} = \max(M, T)$. Let $M = N^\alpha$; then $D = N^{1-\alpha}$ is obtained and from (4) we calculate $T = N^{2-\alpha-R}$. Hence, $C_{BG} = \max(N^\alpha, N^{2-\alpha-R})$. The lower bound for the state size is determined by the minimum value of $C_{BG}$. The minimum of $C_{BG}$, denoted by $C_{min}^{BG}$, is defined as

$$C_{min}^{BG} = \min_{\alpha \in [0,1]} C_{BG}(\alpha).$$

One can obtain $C_{min}^{BG}$ when $\alpha = 2 - \alpha - R$, i.e. $\alpha = 1 - \frac{R}{2}$ as $C_{min}^{BG} = N^{1-\frac{R}{2}}$.

- The tradeoff curve of the BS model is $M^2TD^2 = N^2$ for $T \geq D^2$. Let $M = N^\alpha$, $D = N^\beta$; then $T = N^{2-2\alpha-2\beta}$. Because $\tau = \lfloor \log N/n \rfloor$, we can rewrite (3) for the BS model as

$$T \approx T \cdot (2^{n-k})^{\log N/n} = N^{3-2\alpha-2\beta-R}. \quad (5)$$

$C_{BS} = \max(N^\alpha, N^{3-2\alpha-2\beta-R})$, since $T \geq D^2$. For the BS model $C_{min}^{BS}$ is defined as

$$C_{min}^{BS} = \min_{\alpha \in [0,1], \beta \in [0, \frac{R}{2}]} C_{BS}(\alpha, \beta).$$

$C_{min}^{BS}$ occurs for $\beta_{max} = \frac{1-\alpha}{2}$ and $\alpha = 3 - 2\alpha - 2\beta - R$. For these chosen values $\alpha = 1 - \frac{R}{2}$ and $C_{min}^{BS} = N^{1-\frac{R}{2}}$ are obtained.

Notice that $C_{min}^{BG} = C_{min}^{BS}$. Therefore, the bound of the state size for both the BG and BS models can be attained in the following steps:

$$C_{min} \geq K,$$

$$N^{1-\frac{R}{2}} \geq K,$$

$$2^{\eta \cdot \left(1-\frac{R}{2}\right)} \geq 2^K,$$

$$\eta \geq \kappa \cdot (1 - \frac{R}{2})^{-1}.$$  

Thus, according to the BG and BS models, the minimum state size, $\eta_{min}$, is given as

$$\eta_{min} = \kappa \cdot (1 - \frac{R}{2})^{-1}. \quad (6)$$

Note that the minimum state size is less than $2\kappa$, since $R$ is always less than 1. In other words, $\kappa \cdot (1 - \frac{R}{2})^{-1} < 2\kappa$. \hfill \Box

**Corollary 1** $\lim_{R \to 0} \eta_{min} = \kappa.$

**Remark 1** From Corollary 1 the lower bound for $\eta_{min}$ is obtained when $R = 0$ and this is the ideal case, since the internal state size cannot be less than the key size.

**Remark 2** When $R = 1$, i.e. there is no encoding, so $\eta_{min}$ tends to the classical bound for the state size as $2\kappa$. 
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4.3. The minimum IV size for the NKE model

The adoption of a state twice the key size is useless, unless the internal state size is larger than the sum of the key and IV sizes (see https://eprint.iacr.org/2005/090). Additionally, size of IV has to be as large as the key. In this approach, the attacker tries to invert the function $f$ as $f : \{\text{keys}\} \times \{\text{IVs}\} \rightarrow \text{keystream prefix}$ that inputs key and IV pair and outputs $(\kappa + \upsilon)$-bit keystream prefix, where $\kappa$ and $\upsilon$ denote the lengths of the key and IV, respectively. The attacker can benefit from multiple data samples produced by $f()$ with the same key but different IVs. Hence, a TMDT attack can be still mounted with BS model tradeoff curve $M^2TD^2 = N^2$, while $N$ now spans all possible key and IV combinations as $N = 2^{\kappa+\upsilon}$. Notice that, similar to internal state size, for the NKE model the required IV size is changed and below we show that it is less than $\kappa$.

**Theorem 2** Let $\upsilon$ and $\kappa$ be the size of the secret key and size of the initial vector IV. Then for the NKE model, the minimum IV size is $\kappa \cdot \frac{R}{2 - R}$ and it is less than $\kappa$.

**Proof** The proof is similar to the proof of Theorem 1. Since $N = 2^{\kappa+\upsilon}$ for this case, we replace $\eta_{\text{min}}$ with $\kappa + \upsilon_{\text{min}}$ in (6) and obtain

$$\upsilon_{\text{min}} = \kappa \cdot \frac{R}{2 - R}.$$  

(7)

Note that the minimum IV size is less than $\kappa$, because $R$ is always less than 1. In other words, $\upsilon_{\text{min}} < \kappa$. \(\square\)

**Corollary 2** \(\lim_{R \to 0} \upsilon_{\text{min}} = 0\).

**Remark 3** From Corollary 2 the minimum required IV size is obtained when $R = 0$ and this is the ideal case, since no IV is used in the system.

**Remark 4** When $R = 1$, i.e. there is no encoding, so $\upsilon_{\text{min}}$ tends to the classical bound for the state size as $\kappa$.

4.4. Hardware complexity of the NKE

Noisy encryption may lead to additional hardware cost due to noise generation, storing error patterns, encoding, and decoding. However, the number of used flip-flops in the scheme, which is directly related to the state size, becomes mostly the dominant element. Hence, by Theorem 1, one can find a relation between HAC and the minimum state size given in (6).

In the crypto community, it is well known that the randomization of IV being used in stream ciphers is usually achieved with the help of a TRNG. In general, crypto devices such as smart cards or RFID tags contain TRNGs in their hardware block. Even if a hardware block does not encapsulate a TRNG as default, it is not costly to implement a new TRNG. For instance, the silicon area of a TRNG is of roughly 0.04 mm$^2$ whereas it is around 0.1 mm$^2$ for AES in a smart card micro controller implementation given in [21]. Throughput of a TRNG is also not an issue: new generation TRNG designs can run at a magnitude of hundreds of bits per second [22]. However, since a TRNG block is involved by default in many stream cipher based crypto systems, we do not consider the hardware cost of the TRNG in HAC calculation of the NKE model even though it has a negligible cost.
Another additional cost may arise from encoding and decoding. This cost calculation incorporates three components: (i) a lookup table for the error pattern set used in both the encoding and decoding processes, (ii) the computation of the parity bits, and (iii) the syndrome computation as realized to find the corresponding error pattern through the decoding process.

The lookup table is of size $(n - k) \times n$. Hence, it is supposed to occupy very low hardware area cost for small values of $n$ and $n - k$, namely $2^{n-k} \cdot n$ bit ROM (read only memory). On the other hand, computing the parity bits or the syndrome bits consists of few XOR operations in general.

To give an idea we consider the encoding, the decoding, and the error pattern storage hardware costs of a $(10,6)$ code whose generator and parity check matrices are illustrated in Figure 4 as an example. Observe that calculating the parity bits in the encoding process requires 9 XORs whereas the computation of syndrome bits costs 13 XORs. On the other hand, the table that includes the error patterns occupies $4 \times 10$ bit ROM. To evaluate its storage cost, consider some similar structures such as: the $3 \times 3$ S-box of PRINTcipher costs 12 GE [11], the $4 \times 4$ S-Box of PRESENT costs between 22 GE and 28 GE [9, 23, 24, 25], and the $8 \times 8$ AES S-Box costs around 696 GE [26]. Hence it is expected that the set of the error patterns of the $(10,6)$ code costs around 35–55 GE. In [27], the analysis of the hardware implementations of different streams ciphers is given.

According to this analysis, 1 GE is used for equivalent area that a two input NAND gate costs (6 transistors), a two input XOR gate typically occupies 2.33 GE (14 transistors), and a flip-flop requires 8 GE. Therefore, the encoding block of the NKE is estimated as about 56–76 (parity bit computation + lookup table) GE, while this is about 65–85 GE (syndrome computation + lookup table) for the decoding block. Indeed for a full duplex communication instead of occupying the lookup table twice, a single lookup table can be used in both encoding and decoding facilities. In this case, the total cost of the decoding and encoding will be about 91–111 GE (23 XORs + lookup table + a 2-to-1 MUX). These values are estimations. In fact, we observe similar numbers in the implementation results with FPGA Xilinx Spartan III. The synthesis estimates ten 4-input lookup tables for the error pattern set and 23 XORs for calculating the parity bits and the syndrome. In [27], it is assumed that one lookup table is about 6 GE. Thus, the total cost of the decoding and encoding in FPGA implementation will be about 116 GE. Let us remark that we can decrease the hardware area of the registers from 1280 GE to 915 GE by using the $(10,6)$ code by Theorem 1. Hence we gain 365 GE, which is higher than the encoding and/or the decoding costs.

Note that in low-cost devices, some data (e.g. key, ID) can be also stored in rewritable memory (EEPROM) or in ROM of the gadget like in ultralightweight RFID designs [28, 29, 30]. Since the error pattern set is static and not secret information it can be stored in ROM of the device and its cost can be excluded from the total cost. In any case, it does not take up too much hardware area even if it is deployed in hardware as discussed previously.

Table 2 illustrates the HAC values for the minimum internal state sizes of the NKE model by using some linear block codes. In order to compare the HAC for different designs, we give the gate equivalents of each example. In [27], hardware implementation analysis of different stream ciphers is given. The internal state size values are obtained for $\kappa = 80$ bits. Notice that for a classical stream cipher scenario the HAC will be about 1280 GE for only the internal state, whereas the HAC for the ideal case cipher design is 640 GE. To express reduction in state size we introduce the state size ratio—the minimum ratio of the internal state size over the key size—as $\eta_{ratio} = (1 - \frac{R}{2})^{-1} \cdot \kappa / \kappa = \frac{2}{2-R}$. Note that for $R = 1$, which is the case of the classical models, we obtain $\eta_{ratio} = 2$. As can be seen from Table 2 there is a tradeoff between $\eta_{ratio}$ and communication overhead. That is, a reduction in the state size obviously requires a decrease in the information rate $R$, which results in
\[ G = \begin{pmatrix} 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix} \]

\[ H = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 \end{pmatrix} \]

**Figure 4.** The generator and parity check matrices of a (10, 6) linear block code.

an increase in the communication overhead.

### Table 2. Required HAC of the proposed NKE model and \( \eta_{ratio} \) for different linear block code types having ideally distributed error pattern sets.

<table>
<thead>
<tr>
<th>Block Code</th>
<th>( R )</th>
<th>HAC</th>
<th>( \eta_{ratio} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12,8] Code</td>
<td>0.6667</td>
<td>960 GE</td>
<td>1.5</td>
</tr>
<tr>
<td>[10,6] Code</td>
<td>0.6</td>
<td>915 GE</td>
<td>1.43</td>
</tr>
<tr>
<td>[24,12] Code</td>
<td>0.5</td>
<td>853 GE</td>
<td>1.33</td>
</tr>
<tr>
<td>[16,5] Code</td>
<td>0.3125</td>
<td>758 GE</td>
<td>1.18</td>
</tr>
<tr>
<td>[31,6] Code</td>
<td>0.1935</td>
<td>704 GE</td>
<td>1.1</td>
</tr>
<tr>
<td>[511,19] Code</td>
<td>0.0372</td>
<td>652 GE</td>
<td>1.018</td>
</tr>
</tbody>
</table>

By considering Table 2, one of the principal questions for the stream cipher design philosophy can be raised: what is the minimum value of \( \eta_{ratio} \) for a secure stream cipher? We know that this ratio cannot be less than 1 due to the resistance against exhaustive search attacks. On the other hand, it cannot be less than 2 for the conventional keystream encryption, a criterion imposed by the TMDT attacks. We prove that the \( \eta_{ratio} \) tends to 1 securely, in spite of the TMDT attacks, as the information rate \( R \) gets closer to 0 in the proposed NKE model. However, the existence of a secure keystream encryption model for which the ratio is exactly 1 has remained an open question. We conjecture that the ratio is strictly greater than 1 for any model.

The cost of encoding and decoding is another issue that increases the HAC. It is clear that both the encoding and the decoding increase costs when the information rate decreases. For a small block length \( (n < 16) \) and for a moderate information rate \( (R > 0.5) \), we expect the HAC of the encoding and decoding to be negligible in comparison with the gain obtained from the decrease of the internal state size. Another remark that can be deduced from Theorem 1 is that we do not gain so much when \( R \) is too small. This can be seen from Table 2 also. For instance, we need roughly 960 GE for \( R = 0.6667 \) and 652 GE for \( R = 0.0372 \) for 80-bit security. A roughly 18 times decrease in the information rate will gain only 308 GE. However, we need 1280 GE when \( R = 1 \). Hence, we already obtain 320 GE gain when \( R = 0.6667 \). That is, the tradeoff is more beneficial when the information rate is not so small.

We consider the throughput of encoding and decoding of plaintext blocks as a subordinate issue since we concentrate on the lightweight applications of NKE and hence the most crucial efficiency parameters are the area and the power consumption. Nevertheless, it is worth to state that encoding does not generally hinder the throughput of a noisy keystream encryption. Encoding and keystream generation can be implemented in parallel. While an encoded plaintext block is being encrypted, the next plaintext block can be encoded simultaneously. Since the encoding procedure consists of a few XOR operations for each parity bit, it is not supposed to be the critical path in comparison with generating a sufficient number of keystream bits to encrypt one block of plaintext. On the other hand, stream cipher encryption is usually bit by bit or character by character encryption.
and hence we do not need to deploy several parallel implementations of encoding. Concisely, the latency of keystream generation is expected to be the latency of a noisy keystream encryption.

5. Discussion and conclusion

There was a common consensus in the early 90s that stream ciphers covered less area than block ciphers in general. However, the TMDT attacks on stream ciphers have reversed this opinion. Indeed, it has been seen that the most recent lightweight ciphers designed in the last decade are block ciphers such as PRESENT, KATAN, and PRINTciper. On the other hand, it is surprisingly interesting to observe that the internal state sizes of block ciphers are not taken into consideration as a security criterion in the design philosophy as resistance to TMDT attacks and this is one of the main reasons why designers focus on block ciphers rather than stream ciphers for hardware constraint applications.

In this study, we proposed to use error correcting codes for a new stream cipher model—the NKE model—in which the keystream is generated by combining some deterministic and nondeterministic sequences. We showed that this model provides security enhancement against error nontolerant attacks and further analyzed the security of the model for TMDT attacks to show how a reduction in the minimum state size of a cipher can be achieved. We also noted that such a gain in hardware cost can make the NKE encryption system suitable for hardware constrained systems. Moreover, we linked HAC with the minimum state size of the cipher and give a tradeoff between HAC and information rate of the used block code.
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