Study of MAC routing in the BPLC P1901 access network: fixed vs. adaptive approach
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Abstract: In this paper we propose an improved adaptive media access (MAC) layer routing algorithm for the broadband power line communication (BPLC) access network founded on the fixed basic approach routing algorithm, which is integrated within the IEEE P1901 standard. The proposed adaptive algorithm incorporates a new dynamically scaled threshold for the selection of the next hop station based on the information from the physical layer. Furthermore, the procedures for the route and the time allocation modifications during the connection setup and later adjustments are developed. Simulation of the new adaptive and existing fixed routing algorithm is performed on the model of a realistic BPLC network using the OMNeT++-based BPLC cross-layer simulator BPlcSim. The simulation results showed that the adaptive routing algorithm outperforms the fixed routing in all aspects, since each station can perform routing functions and make the selection of the most reliable next hop station.
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1. Introduction

The power line communication (PLC) technology is a promising path for the implementation of the smart grid communication infrastructure since it utilizes power grids for communication purposes [1]. In other words, PLC is natively incorporated into the smart grid [2]. Communication infrastructure for the BPLC network within low-voltage (LV) and medium-voltage (MV) access networks at the media access (MAC) layer and the physical (PHY) layer is defined by the newly adopted IEEE P1901 standard [3]. The LV access network infrastructure represents a shared communication medium, which is characterized as a hostile environment for data transmission due to the strong signal attenuation and extensive fluctuations in the noise level [4]. This means that some of the stations in the BPLC network will not be able to directly communicate with one another. Despite the fact that the physical topology of the BPLC network is unchanged, the stations in the logical network will exhibit a characteristic of mobility. In order to cope with such a problem, it is necessary to provide the mechanism for the determination of the path between the source and destination.

This paper presents an improved adaptive MAC routing algorithm for the LV BPLC access network aligned with the IEEE P1901 standard [3]. The adaptive routing algorithm utilizes the infrastructure of the
fixed routing algorithm, which is natively incorporated in the IEEE P1901 standard. It is based on the concept presented in [5] where each station can perform the functions of a router. Additionally, the adaptive routing algorithm employs the interaction between the MAC and the PHY layer in order to select the most reliable path between the source and destination. The information regarding the medium state at the PHY layer is extracted in the form of the probability of the bit error and then mapped into the packet error probability at the MAC layer. Furthermore, the packet error probability is utilized for the estimation of the bit rate per channel, which is used in the dynamically scaled threshold for the selection of the next hop station.

Performance analysis of an improved adaptive routing and fixed routing algorithm in the BPLC access network is completed using the cross-layer BPLC simulator BPlcSim [6]. Simulations of both routing algorithms are performed on the model of the realistic LV PLC network defined within the European research project DLC+VIT4IP [7]. Comparison of the routing algorithms is based on the values of the quality of service (QoS) parameters.

A state-of-the-art overview of the existing MAC routing algorithms for the BPLC network is presented in Section 2. Since the adaptive algorithm employs the infrastructure of the IEEE P1901 standard, a short description of the standard is provided in Section 3. The concept of the BPlcSim and the adaptive routing algorithm is described in Sections 4 and 5, respectively. Simulation results are presented in Section 6 and the conclusion in Section 7.

2. MAC layer routing algorithms in the BPLC network

The majority of the available MAC layer routing algorithms in PLC systems are intended for smart metering purposes. In most cases, only two approaches have been utilized for the development of such algorithms. The first is the clustering approach, where stations in the network are grouped according to a predefined rule. Each station in the cluster communicates through the cluster head, which performs the routing and repeating functions. The routing algorithm of Wang et al. is based on an overlapping clustering algorithm by classification of the nodes into logical layers during the initialization process [8]. The major advantage of this approach is the existence of multiple paths for a same destination. A new MAC routing algorithm based on the minimum identification (ID) clustering algorithm was presented in [9]. The station in the cluster that is the closest to the gateway is selected to serve as a repeater. Tangential clustering algorithms can also be used for the development of the MAC routing algorithm [10]. The algorithm in [10] differs from the other clustering algorithms in that each station in a layer can communicate with the head cluster through any station in the same layer using the tangential connections. These mentioned cluster-based MAC routing algorithms do not analyze the influence of multipath signal propagation in the PLC network or noise fluctuations, and neither do they consider the utilization of the different digital communication techniques and the utilized frequency spectrum. They also do not take into consideration any of the existing PLC standards.

The second approach for the development of MAC routing algorithms is founded on the ant colony algorithm [11,12]. According to this algorithm, all nodes operate independently and the node address is provided through the pheromone data. The routing in the network is distributed and its application is limited to small networks. Additionally, each node has to discover the network topology by itself.

Information about the physical PLC device location can be utilized for routing purposes [13]. This so-called geo-routing is based on the prior knowledge of the network topology and the instantaneous information about the neighboring devices. Using this approach signal power is adapted in accordance with the packet destination. The main drawback of this algorithm is high sensitivity to neighboring network changes and direct correlation between the size of the network and the routing packets.
Since the characteristics of the wireless and PLC channel are similar, the authors of [5] analyzed the application of the wireless routing and repeating techniques for the PLC channel. Performance analysis of the three MAC layer packet relay techniques was completed: fixed, channel adaptive, and automatic repeat-request. The results showed that the channel adaptive relay technique is the most effective since it is based on the current channel state. The PLC channel was modeled in accordance with the approach presented in [14,15].

The centralized routing algorithm for the BPLC access network was utilized in [16]. Bandwidth-guaranteed routing and time-slot assignment techniques were analyzed in order to minimize the static bandwidth allocation and maximize the network resource usage. A centralized system for the allocation assignment was utilized. However, the authors did not provide any information regarding the model of the physical network (frequency range, cable attenuation, noise, and multipath effect), and neither did they consider any of the existing PLC standards. The transmission rates between nodes were above 200 Mbps, which is unrealistic for this kind of multihop network. Furthermore, channel reuse technique was employed in order to increase the link rate. Additionally, they did not provide an algorithm that enables the node to detect when and if such a technique is feasible in the networks.

Another routing algorithm for the PLC network was considered in [17]. The multiobjective combinatorial optimization problem of planning and routing was analyzed and information necessary for the selection of the access nodes and repeaters was determined. However, the algorithm in [17] does not consider the influence of the impulsive noise, signal multipath propagation, and existing PLC standards [7].

The foundations of the analyzed MAC routing algorithms presented in this paper are defined within the P1901 standard [3]. The selection of the next hop station in the packet routing process is performed on the basis of the estimated effective bit rate between the stations at the PHY layer. In this way, the information from the PHY layer is used for the MAC packet routing.

3. MAC layer description by IEEE P1901 standard
The IEEE P1901 is a comprehensive standard for the MAC protocols in the access and in-home PLC networks [3]. According to the IEEE P1901 standard, the PLC network is divided into cells. The cell is a set of stations, where each station implements one of the following roles: head end (HE), repeater (RP), or network termination unit (NTU). The HE provides the means of the admission control through the periodic emission of the beacons, which carries information regarding the time slots in which stations can access the medium using one of two available mechanisms. The first mechanism is based on carrier sense multiple access with collision avoidance (CSMA/CA) and is reserved for the transmission of packets with lower QoS requirements. The IEEE P1901 uses a refined CSMA/CA algorithm based on the channel access priority (CAP). Furthermore, there are two schemes implementing this mechanism, known as priority resolution symbol (PRS) and interframe spaces (IFS). In the PRS scheme, intent for channel access is expressed by the emission of two priority resolution symbols that correspond to the four types of CAP denoted as $CA_i$, $i = 0, 1, 2, 3$. If a station detects a priority higher than the one it has, it defers from sending the PRS and waits for the next CSMA/CA slot. Therefore, the stations with the highest priority remain and contend for the medium access using the random backoff algorithm. Unlike the PRS scheme, IFS prohibits emission of the PRS but rather utilizes different values for the backoff algorithm in accordance with the CAP.

The second channel access mechanism is time division multiple access (TDMA), which provides the means of achievement of high QoS requirements in the BPLC networks. Utilization of the TDMA mechanism requires connection establishment through the HE station. Newly accepted connections and their allocations are
announced by the HE through the emission of the channel access schedule in the beacons. Efficient utilization of the medium in the TDMA slots is achieved through the technique of a packet bursting, where multiple packets are transmitted in the burst before the medium is released. Connection tear-down is performed under the authority of the HE.

According to the IEEE P1901, a station can be involved in the network traffic activity after it joins the network. When a station powers on, it scans the beacons for a predefined amount of time. A station collects information from beacons about the channel access schedule and the effective bit loading estimate (EBLE) upstream and downstream for each station it can hear. The EBLE represents the effective number of data bits per microsecond that can be carried by each channel. Using this information, the station selects the next hop station (NHS) for communication with the HE. The NHS is the station with the maximum EBLE in downstream towards the HE (EBLE_DOWN). For station n seeking a NHS and a given station k, EBLE_DOWN is [3]:

\[ EBLE_{\text{DOWN}} n = \frac{1}{EBLE_{\text{DOWN}} k + BLE_{nk}} \] (1)

where EBLE_DOWN k is the EBLE in downstream for station k and BLE_{nk} is the bit loading estimate (BLE) between stations n and k, calculated as:

\[ BLE = \frac{N_b \cdot R \cdot (1 - p_{PB})}{T_s} \] (2)

where \( N_b \) is the number of data bits per OFDM symbol, \( R \) is the forward error correction (FEC) code rate, \( T_s \) is the OFDM symbol length including the cyclic prefix, and \( p_{PB} \) is the packet error probability at the PHY layer. After the station has selected the NHS, the process of association is initiated and the HE assigns the terminal equipment identifier (TEI) address to the station. Afterwards, the station with the new TEI address initiates the process of route establishment where stations towards the HE update their routing tables with the TEI address of the newly associated station. The process of joining the network is finished after successful completion of the authorization and authentication procedures.

The IEEE P1901 standard employs the algorithm for selective acknowledgement (SACK) for reliable packet delivery. Each time a station emits a packet, the SACK algorithm initiates the timer. If the acknowledgement arrives before the time-out event, the packet is discarded from the queue and the timer is reset. Otherwise, retransmission of the packet is performed and the timer is initiated again.

In its core, the IEEE P1901 standard provides the infrastructure for the implementation of the two routing and repeating algorithms: the basic approach (BA) and distance vector (DV). The BA routing algorithm is established with the assumption that all communication goes through the HE. Therefore, only the HE knows the address of all stations in the network and the set of TEI addresses on the path toward each station. Repeaters keep the addresses of the stations they serve as the next hop toward the HE. Selection of the NHS is based on the algorithm that maximizes the EBLE downstream and minimizes the BL. The BA routing algorithm results in the same downstream and upstream routes. The DV routing algorithm assumes that in the point-to-point communication an end-point station is not necessarily a HE. In the DV approach, each station maintains information about all stations in the network. Stations periodically exchange routing information in order to update the routing table.
4. Architecture of the cross-layer based BPLC simulator BPlcSim

The BPlcSim simulator enables simulation of the cross-layer interaction between the MAC and PHY layers in the BPLC network [6]. The BPLC system performance at the MAC layer is influenced by PLC channel characteristics and digital communication techniques such as modulation and channel coding at the PHY layer. The probability of bit error is a function that correlates PHY with MAC layer and can be utilized for the implementation of this interaction. This fact is crucial for the concept of the proposed simulator. The simulator incorporates two models: the physical layer model (PLM) and the MAC layer model (MLM). The PLM is defined by the three groups of input parameters (Figure 1).

The first group of input parameters constitutes the topology matrix (TM), which provides information regarding the position of the stations and branching in the BPLC access network. Furthermore, the TM includes cable parameters and station input impedances. Using the four-port network described by $A$ parameters [14,15] and the TM, the frequency response for each pair of stations in the network and their appropriate impulse response is calculated (Figure 1).

The same approach is applied to each pair of stations and branching points in order to calculate the signal attenuation at all branching points. This information is forwarded to the MLM for making the decision about the possible packet discarding at the branching points when the signal drops below the power threshold determined by the receiver sensitivity.

The second group of input parameters refers to the noise level in the network. Generally, the noise in the PLC can be categorized into five types [18]. However, the PLM noise model is simplified and includes generalized background and aperiodic impulse noise [19]. The generalized background noise (GBN) model incorporates colored background noise $N_{CBN}(f)$ and noise generated from narrowband disturbers $N_{ND}(f)$ [19]. The power spectral density of the colored background noise can be expressed as in [20]:

$$N_{CBN}(f) = -35 + 35e^{ \frac{f}{\alpha f_0^2}} \left[ \frac{dB\mu V}{Hz} \right]$$

(3)

and the power spectral density of the narrowband disturber as in [19]:

$$N_{ND}(f) = \sum_{k=1}^{N_1} \sum_{n=1}^{N_2} A(k,n) \exp \left( -\frac{(f - f_0(k,n))^2}{4B^2(k,n)} \right) \left[ \frac{dBm}{Hz} \right]$$

(4)

where $N_1$ is the number of frequency subbands, $N_2$ is the number of disturbers in each frequency subband, and $f_0$ and $B$ are central frequency and bandwidth of disturbers while $A$ defines the relative power gain of
the narrowband disturber compared to the background noise power. In the model for the impulse noise (IN) we assume that the arrival of the impulses follows the Poisson process [21,22] with the rate \( \lambda \), in the manner that \( k \) arrivals in \( T \) seconds has the probability density function of

\[
p(k) = e^{-\lambda T} \frac{(\lambda T)^k}{k!}
\]

Total average duration of the impulse noise \( T_{TIN} \) in the time interval of \( T \) seconds, when the average duration of impulse noise is \( T_{IN} \), can be calculated as in [22]:

\[
T_{TIN} = \sum_{k=0}^{\infty} k T_{IN} e^{-\lambda T} \frac{(\lambda T)^k}{k!} = T_{IN} \lambda T.
\]

The third group of input parameters is provided by the IEEE P1901 standard and defines the applied modulation and coding techniques. These three groups of parameters enable the calculation of the bit error probability for each pair of stations in the network using the Monte Carlo simulations in MATLAB (Figure 1).

The PHY layer packets are represented by the PHY layer data blocks (PB). The PHY layer data block size (PBS) defines the number of data bytes (16, 136, or 520) that is being carried by the PB (Figure 1). Each PB is composed of a few OFDM symbols modulated and coded using different communication techniques. These interchanges in the modulation and coding techniques in the OFDM symbols for the particular BPLC access networks with \( N \) stations require computation of \( 3N(N-1)/2 \) \( p_e = f(SNR) \) functions. Calculation of \( p_e = f(SNR) \) for each channel and PBS combination is performed in two stages. In the first stage, the probability of bit error \( p_{BN} \) is determined for the channel with the background noise. The probability \( p_{BN} \) is calculated by simulating the transmission of \( D_{BN} \) data bits. Before emission, data bits are grouped in accordance with the PBS, scrambled, and coded using the double binary turbo code with code rate 1/2. Furthermore, bits are interleaved using the 4-stage channel interleave and modulated using the BPSK or 16 QAM modulation technique, depending on the PBS. The resulting symbols are loaded on 917 OFDM carriers out of 2048 available OFDM carriers spread over the frequency range (0, 30) MHz [3]. In this way, \( D_{BN} \) data bits are mapped into \( C_{BN} \) OFDM symbols. The OFDM symbol interval \( T_{OFDM} \) is 40.94 \( \mu s \) long plus the cyclic prefix of 7.56 \( \mu s \). The emission process of \( D_{BN} \) data bits requires \( C_{BN} T_{OFDM} \) seconds. During this time interval, the average duration of the overall impulse noise can be calculated as

\[
T_{TIN} = T_{IN} \lambda C_{BN} T_{OFDM}
\]

In the second stage, probability of bit error \( p_{IN} \) is determined under the influence of IN. The probability \( p_{IN} \) is calculated by simulating the transmission of \( D_{IN} \) data bits. The \( D_{IN} \) data bits are mapped into \( C_{IN} \) OFDM symbols, with duration \( T_{TIN} \) seconds. Finally, the probability of the bit error for the particular PLC channel and given PBS is calculated as

\[
p_e = \frac{p_{BN} D_{BN} + p_{IN} D_{IN}}{D_{BN} + D_{IN}}
\]

where the \( D_{BN} \) and \( D_{IN} \) represent the number of transmitted data bits in the PLC channel, which are influenced only by GBN and IN, respectively. The interaction between the PLM and the MLM is achieved through the interface that contains the TM, a set of \( p_e = f(SNR) \) functions for different PBS, and set of branching attenuations. The family of \( p_e = f(SNR) \) functions, simulated in MATLAB, are further forwarded to the MAC layer simulator. This provides the necessary interaction between the MAC and PHY layers.
The MLM is implemented using the discrete event simulation framework OMNeT++ [23]. The MLM of the BPLC network is created with the active and passive nodes implemented as a simple module in OMNeT++ [6]. The active node (AN) corresponds to a station in the network and the passive node (PN) to a cable branching (Figure 2). Each AN is always connected to one PN. Furthermore, all nodes in the MLM network are connected with OMNeT++ links in accordance with the TM. The links in the MLM exclusively model the channel delay.

Figure 2. MAC layer segment of the BPlcSim simulator implemented in OMNeT++.

The PN model is designed to simulate the packet flooding in the network by the simple replication of the received packet (Figure 2). An additional functionality of the PN is the inspection of the packet signal power level. When the packet arrives to the PN, the packet signal power is compared with the receiver sensitivity. If the packet signal power is lower than the receiver sensitivity, the packet is discarded and the flooding function is canceled. The packet signal power level inspection is necessary in order to avoid unrealistic channel occupation.

The processing core of the MLM is the AN model generating all packets. The traffic monitoring and PHY sensing in the AN model is achieved through the input/output port (Figure 2). When the packet arrives to the AN, the packet error function is executed. Each packet carries information regarding the source and destination as well as the PBS. Using this information, the AN selects the appropriate $p_e = f(SNR)$ function and calculates the packet error probability $p_p$ from the bit error probability [24]:

$$p_p = 1 - (1 - p_e)^8 PBS$$

In the AN, a random number $p_u \in (0, 1)$ is generated in compliance with the uniform distribution. If $p_u$ is lower than $p_p$, the received packet is discarded. The correctly received packets are classified by destination address and further processed in accordance with the active region [3]. Region resolution is based on the CAS, which is collected from the beacon packets. In the beacon region, a beacon is transmitted. Each time a new CAS is received, a new beacon is generated and sent into the CSMA queue for transmission (Figure 2).

The packets received in the CSMA region usually carry network management information regarding network status or data with lower QoS requirements. The payload of these packets is analyzed (Figure 2) and an appropriate response is generated. The response can be data or management packets that are enqueued for
transmission in accordance with their priority. In the CSMA region, the AN will tend to send the packets using the CSMA/CA mechanism from the queue with the highest priority. Before the actual packet is sent, the AN has to contend for the medium access and win using the CSMA/CA algorithm. In the TDMA region, only data or ACK packets are transmitted. However, the AN will send packets from the TDMA queue if there is an active connection (Figure 2). Otherwise, the AN will wait for the next time slot. Each packet, regardless of the active region, is formatted before sending in accordance with the IEEE P1901 standard (Figure 2).

The buffer size $B$ for the CSMA and TDMA traffic is designed in accordance with the general rule defined in [25]:

$$B = \frac{2CT}{\sqrt{N}}$$

(10)

where $C$ is the link rate, $T$ is one-way link delay, and $N$ is the number of flows.

5. An improved adaptive MAC routing algorithm

The proposed adaptive MAC routing algorithm uses the concept where each station can perform function of a router. Therefore, each station can select its own NHS on the path towards the destination. In the fixed BA routing algorithm integrated within the IEEE P1901 standard, each station in its routing table stores the MAC and the TEI address, beacon level, and hop count to HE for all stations for which they serve as the next hop station to HE (Figure 3). Additionally, the list of all stations that can be reached by a given repeater that uses this station as the next hop station to HE is also stored [3]. For the example presented in Figure 3, this means that stations $S_{n+3}$ and $S_{n+4}$ can be reached via station $S_{n+1}$.

In accordance with the fixed routing algorithm, the next hop station to HE is changed whenever a station with the higher $EBLE\_DOWN$ value is detected. Due to noise fluctuations in the PLC channel and the hard decision logic for the selection of the next hop station, more frequent selections of the next hop station are likely to occur. As a consequence, the number of management packets, used for the route update, will increase during that time. The difference between the $EBLE\_DOWN$ values for the old and new NHS is usually small and more likely to last for a short period of time. In order to reduce the unnecessary interchange of the NHS as well as the generation of management packets for the route update, in the adaptive routing algorithm we introduce the new dynamically scaled threshold for the selection of the NHS. The new $EBLE\_DOWN$ threshold for the selection of the NHS is the $EBLE\_DOWN$ value of the current NHS scaled by $\delta$.

Whenever the station decides to change the NHS in the fixed routing algorithm, the route update packet is transmitted towards new NHS. The new NHS updates its routing table and checks if the content of the routing table is changed. If the table is changed, the route update packet is emitted to its own NHS. The procedure continues until the station on the path to HE detects that its routing table did not change after the update [3]. The old NHS holds the information about the stations to which packets are forwarded. The problem occurs when the route update of the old NHS is initiated, implying that routing information reaches the HE. After the route update of the HE, the routing table will contain two paths for the same station, which will result in packet loss due to the false path information.

Within the adaptive routing algorithm we introduce an additional field in the route update packet, named the route update reason code. The value of the reason code field can be an add or delete route. By using this new field the station can distinguish the case when the received routing information is to be added to or deleted from the routing table. Additionally, the station that initiates the procedure for the selection of the new NHS also must transmit the route update to the old NHS with a reason code set to delete old route.
The process of routing during the connection setup and maintenance is in direct correlation with the allocation setup procedure. The IEEE P1901 standard supports a centralized and distributed algorithm for the TDMA allocation setup during the connection setup [3]. In the case of centralized allocation setup from the HE standpoint, this means that the HE must have the knowledge of the number of stations on the path to the station that initiated the TDMA connection as well as their addresses. The fixed routing algorithm in the IEEE P1901 standard in the procedure of the TDMA allocation setup suggests that the allocations become valid in the moment when they are successfully transmitted. The allocation setup procedure does not take into account the fact that the route to a station that initiated the TDMA connection could change during that time. The omission of this information may lead to the assignment of TDMA allocation to a station that is not on route to the station that initiated the TDMA connection.

In a case of the adaptive routing algorithm, the allocations become valid from the moment when the HE receives the acknowledgment that the station that initiated the TDMA connection has received TDMA allocations. Otherwise, if one of the stations on the route toward the station that initiated TDMA connection detects that the route has changed the TDMA allocation, setup is canceled and the new TDMA allocation has to be assigned by the HE. The advantage of such an approach is that unnecessary retention of resources is avoided.

During the transmissions in the TDMA allocations, a station may decide to change the NHS. As a result, an additional TDMA allocation has to be requested and granted by the HE [3]. The fixed routing algorithm does not provide the procedure for the modification of the TDMA allocation when the route is changed. However, in our improved adaptive routing algorithm, we have included the mechanism for the route modification during the TDMA connection. In the proposed algorithm when the station on route toward the HE, which is used in the TDMA connection, detects that the NHS is changed, the connection is temporarily paused. The consequence...
is that a TDMA allocation packet with the reason code route changed is sent to the HE and to the station that initiated the TDMA connection. The stations that participated in the TDMA connection will terminate the transmission of the traffic. Furthermore, all stations on the old route, except the HE, are forced to delete the connection and their TDMA allocations and continue transmission of the remaining traffic in the CSMA allocations. When the HE receives the request for the TDMA allocation modification during the TDMA transmission, the allocations for the old route are deleted and the new allocations are set up.

6. Simulation
6.1. Setup
Performance analysis of the existing fixed and new adaptive routing algorithm has been completed for the actual scenario (Figure 4) defined within the EU research project DLC-VIT4IP [7]. Station S1 in Figure 4 plays the role of the HE. The number of stations that perform the routing and repeating (RR) functions in the fixed routing scenario equals three in order to reach station S16 (Figure 4).

In the fixed routing scenario, the RR stations are approximately equally distanced from each other. Furthermore, stations S5, S9, and S13 are selected as repeaters in the fixed routing scenario. On the other hand, each station can perform the RR function in the adaptive routing algorithm.

The input and output impedances of the stations are equal to the characteristic impedance of the cable. The cable parameters are also adopted from [7] and presented in Table 1.

The transmitted signal power is limited to 21.5 dBm using the default tone mask (Figure 5, on the left side) defined within the IEEE P1901 standard [3]. The generalized background noise power spectral density
(PSD) is depicted in Figure 5 (right side). The narrowband noise $N_{ND}$ is divided into the three frequency subbands $(0, 10) \text{MHz}$, $(10, 20) \text{MHz}$, and $(20, 30) \text{MHz}$ with five, three, and two disturbers, respectively. The parameters of central frequencies $f_0$, bandwidth $B$, and relative gain $A$ of the narrowband disturber are created with the algorithm presented in [19] and presented in Table 2.

**Table 1.** Transmission line parameters of power cables.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$R$ [$m\Omega/m$]</th>
<th>$\mu L$ [$H/m$]</th>
<th>$C$ [$pF/m$]</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.268</td>
<td>0.356</td>
<td>1.560</td>
<td>0.004</td>
</tr>
</tbody>
</table>

![Figure 5](image-url)  
**Figure 5.** Spectral tone mask (left) and PSD of the background noise model (right).

The impulse noise parameters are adopted from [18]. The impulse rate $\lambda$ in Eqs. (5) and (6) is set to $1.08 \text{s}^{-1}$, average impulse duration $T_{TIN}$ is $46.5 \mu s$, and relative impulse noise power is $31.5 \text{dB}$ higher than the background noise power.

The buffers in the MAC layer model are designed for the worst case scenario regarding Eq. (10), valid for the number of flows equal to one. Additionally, we made an assumption that the one-way link delay is not higher than 100 ms. The maximum link rate that the station can utilize depends on the communication techniques at the physical layer, such as modulation and coding techniques, etc. The size of CSMA and TDMA buffers are set to 128 kB and 64 kB, respectively.

**Table 2.** Parameters for the narrowband disturber noise.

<table>
<thead>
<tr>
<th>$k/n$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0$ [MHz]</td>
<td>1.9879</td>
<td>3.7589</td>
<td>5.5267</td>
<td>6.9318</td>
<td>8.1593</td>
</tr>
<tr>
<td>$B$ [MHz]</td>
<td>21.0356</td>
<td>28.5061</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
6.2. Results

For each path between stations $S_i$ and $S_j$, the frequency response is calculated using the two-port model [14,15]. The amplitude frequency response at some frequencies reaches over $-120$ dB (Figure 6). In Figure 4, branching points are denoted as $P_i$ and the attenuation between two neighboring branching points is in the range of $(-3, -4.5)$ dB. The frequency responses of the paths between the stations together with the description of the background and impulse noise are further used in the PLM for the calculation of the probability of bit error. The probability of the bit error under the influence of the GBN and impulse noise (GBN + IN) is depicted in Figure 6 (right). The signal to noise ratio for Figure 6 (right) is defined in contrast to the power of the generalized background noise. As can be seen from Figure 6 (right), probability of bit error in the case of GBN noise has lower values for all packet sizes in comparison to probability of bit error in the case of GBN + IN. The curves for the probability of bit error tend to saturate due to the existence of selective attenuation in the amplitude frequency response (Figure 6, on the left).

![Figure 6. Frequency response of the paths between stations (left) and bit error probability under the influence of the background and impulse noise (right).](image)

One of the parameters that influences the initial selection of the NHS when the station powers on is the minimum number of detected beacons (MNDB). For the adaptive routing algorithm the selection of the MNDB parameter is based on the duration of the registration procedure from the point when all stations are initially unregistered. The results proved that increase of the minimum number of beacons leads to longer registration procedure duration while simultaneously reducing the oscillations of the $EBLE\_DOWN$ value (Figure 7).

The limit for the MNDB before initiation of the registration procedure is in direct correlation with the initial value of the retransmission timer (RTO) and the limit of the retransmission value increment. In order to investigate their influence on the registration time duration, simulations of different combinations of these parameters are performed. The increase of the initial value for the RTO reduces the number of collisions during the registration time (Figure 7, on the left). It can be seen in Figure 7 that when the RTO value is in the multiples of the beacon period, which is in our case 40 ms, the duration of the registration procedure is increased. The main reason for this behavior lies in that all unregistered stations try to access the medium at the beginning of the beacon period. Hence, more collisions occur and the registration timer increases. The increase in the MNDB before initiation of the registration procedure leads to an increase in the registration time.
duration (Figure 7, on the right). As a consequence, the number of emitted route update packets is decreased in comparison to the case with lower value of MNDB.

**Figure 7.** Registration time duration when MNDB equals two (left) and MNDB equals three (right).

Influence of the new dynamically scaled threshold for the selection of the NHS has been analyzed for a range of parameter $\delta \epsilon (1, 2)$. The instantaneous $EBLE_{DOWN}$ value of the current NHS for stations S7, S11, and S16 is depicted in Figure 8. The increase of the threshold $\delta$ value directly influences the oscillations in the instantaneous $EBLE_{DOWN}$ value for the NHS. The number of interchanges of the NHS decreases simultaneously.

**Figure 8.** Influence of the EBLE threshold on the selection of the NHS.

When the $\delta$ value is lower, the station tends to change the NHS more frequently and the instantaneous $EBLE_{DOWN}$ value of the selected NHS has lower oscillations. As a result, these oscillations in the
EBLE\_DOWN value will degrade the QoS parameters of the station. In the following simulations, the value of \( \delta \) is set to 1.35, the MNDB before initiation of the registration procedure is set to 3, the initial value for the retransmission timer is set to 30 ms, and the limit for the retransmission timer increment is set to 90 ms.

After the parameters for the NHS selection are tuned, we investigate the performance of the two routing techniques from the perspective of QoS parameters. First we analyze their performance regarding the total registration time (TRT). This parameter represents the time interval starting from the moment when the station powers on and ending with the completion of the authentication procedure. The results in Figure 9 show that the average TRT in the case of the adaptive routing is lower for the stations using the RR station. The main reason for the longer duration of the registration procedure in the fixed routing scenario is that the station that requires the RR cannot initiate the registration procedure before the RR station is registered. In the case of adaptive routing, each station that requires the repeater can utilize any registered neighboring station as a repeater and thus execute the registration procedure faster.

![Figure 9. Average total registration time (TRT).](image)

QoS parameters are obtained using the comprehensive simulations performed after all stations have been successfully registered. For the sake of clarity, the first beacon level (BL) group represents the group of the stations (S2–S7) in the direct range of communication with the HE, the second BL group is the group of stations (S8–S11) that requires one repeater in order to communicate with the HE, and so forth. Stations S12–S16 represent the third group. Station S16 in the case of fixed routing requires three repeaters and represents the fourth BL group.

The simulations of one-way delay and jitter in the test BPLC network (Figure 4) are performed in accordance with the procedure defined in [26]. Delay and jitter for both routing approaches are computed for the worst-case scenario corresponding to the situation where all stations equally compete for the medium and the best-case scenario where one station sends the highest priority traffic while other stations idle. Actual delay and jitter values are in the range between the values in the best-case and worst-case scenarios. The results for the delay and jitter are depicted in Figures 10 and 11.

The delay in the worst-case scenario is approximately equal for all stations in the first BL group for both routing algorithms. This is due to the fact that all stations in the first BL group directly communicate with the HE. Furthermore, the delay of the stations in the second and third BL group is higher for the fixed routing in comparison with the adaptive routing. The main reason for this difference can be found in the fact that all packets from the stations in the second and higher BL groups have to pass the same repeater. For the best-case scenario, the delay and the jitter are approximately equal.

The throughput \( R_b \) and goodput \( G_b \) [24] are simulated for the packets emitted in the TDMA and CSMA region for the best-case and worst-case scenarios (Figures 12 and 13).

The traffic is generated from stations towards the HE. For both routing algorithms, the simulated throughput and goodput in the CSMA and TDMA regions is higher for the stations in direct communication
with the HE. In the CSMA region, the stations cannot fully utilize the medium due to the collisions and the random backoff value, and consequently cannot reach the maximum throughput (Figure 12).

Figure 10. One-way delay in worst-case (top) and best-case scenario (bottom).

Figure 11. Average jitter in worst-case (top) and best-case scenario (bottom).

Figure 12. Simulated average throughput and goodput during the CSMA allocations.

On the other hand, in the TDMA region, stations can totally and efficiently utilize the medium. Our conclusion is that the throughput for a station with beacon level $k$ will be $k$ times lower than the throughput of
a station with beacon level one for both of the routing algorithms. Furthermore, the throughput and goodput in the case of the fixed routing algorithm is slightly lower when compared to the results in the adaptive routing, due to the existence of the bottleneck stations.

Another finding during the simulation of our adaptive routing algorithm is that the probability of packets dropped due to the buffer overflow during the TDMA connection is lower in comparison with the fixed routing algorithm. The main reason for higher packet dropping in the fixed routing algorithm is that all packets of stations behind the router go through that same router.

7. Conclusion

In this paper we presented an improved adaptive routing algorithm for a BPLC access network aligned with the IEEE P1901 standard. This routing algorithm is based on the fact that each station can perform the functions of a router. Selection of the NHS at the MAC layer is made using the dynamically scaled threshold of the bit rate per channel. The estimate of the bit rate per channel is provided through the packet error probability, which is calculated from the bit error probability at the physical layer. In such way, an improved adaptive routing algorithm selects the most reliable station as the NHS towards the destination using the interactions between MAC and PHY layers. Additionally, the procedures for the connection adjustment during the route modification are developed.

The simulation results confirmed that the adaptive routing algorithm outperforms the fixed routing since it utilizes the best route in accordance with the state of the network. The advantage of the adaptive routing algorithm is expressed in the shorter registration time of stations, lower delay and jitter, and higher throughput and goodput. The main drawback of the adaptive routing algorithm is in the increased emission of the route update packets during the transient states in the network. On the other hand, the performance of the fixed routing algorithm is degraded even with the lower emissions of the route update packets. The main reason is that all packets have to pass through the same stations, thus leading to congestion and increase in packet delay. Additionally, the probability of buffer overflow during the TDMA connection in fixed routing is much higher.
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