Model-based test case prioritization using cluster analysis: a soft-computing approach
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Abstract: Model-based testing is related to the particular relevant features of the software under test (SUT) and its environment. Real-life systems often require a large number of tests, which cannot exhaustively be run due to time and cost constraints. Thus, it is necessary to prioritize the test cases in accordance with their importance as the tester perceives it, usually given by several attributes of relevant events entailed. Based on event-oriented graph models, this paper proposes an approach to ranking test cases in accordance with their preference degrees. For forming preference groups, events are clustered using an unsupervised neural network and fuzzy c-means clustering algorithm. The suggested approach is model-based, so it does not necessitate the availability of the source code of the SUT. It differs from existing approaches also in that it needs no prior information about the tests carried out before. Thus, it can be used to reflect the tester’s preferences not only for regression testing as is common in the literature but also for ranking test cases in any stage of software development. For the purpose of experimental evaluation, we compare the suggested prioritization approach with six well-known prioritization methods.
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1. Introduction
As a means of quality assurance in the software industry, testing is one of the well-known analysis techniques [1–3]. However, since all possible test cases can potentially be infinite in number, there is no justification for any assessment of the correctness of the software under test (SUT) based on the success or failure of a single test case. To tackle this challenge, which concerns completeness of validation, some formal methods, which usually use models to visualize the desirable characteristics of the SUT, are proposed. Those characteristics are either related to functional behaviors or structural issues of the SUT: the former characteristics lead to specification-oriented testing and the latter characteristics lead to implementation-oriented testing. By using such a model, one can generate and select test cases as ordered pairs of test inputs and expected test outputs. To ascribe a measure to the effectiveness of a collection of test cases (i.e. the effectiveness of a test suite) in revealing faults [2,4], a coverage-oriented [5] adequacy criterion is used in this study since this criterion uses the ratio of the portion of the specification or code that is covered by the given test suite to the uncovered portion:
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the higher the degree of test coverage is, the lower is the risk of having critical software artifacts that have not been sifted through.

The approach proposed in this paper is both specification-oriented and coverage-oriented. Software can be tested, either to verify that it is functioning as expected (positive testing) or to verify that it is not functioning in a way that is contrary to expectations (negative testing). The distinction between correct and faulty functioning of the SUT is referred to as the oracle problem in the literature [6,7]. In this regard, we represent the behavior of a system in interacting with the user’s actions by means of event sequence graphs (ESGs) [6–8], in the sense of positive testing. In an ESG, desirable events are ones that are in accordance with the user expectations and, conversely, undesirable events are those that are discordant with the user expectations [6–9]. The obtained model is then analyzed to generate test cases for positive testing.

From the knowledge engineering point of view, testing is considered as a planning problem that can be solved using a goal-driven strategy [10], such that, given a set of operators, an initial state, and a goal state, the planner is expected to produce a sequence of operators by means of which the system can run from the initial state to the goal state. In relation to the testing problem described above, this means that an appropriate test sequence needs to be constructed upon the desirable, correct inputs. The test coverage problem then becomes finding the shortest path that visits each arc (e.g., node, arc-pair) at least once in a given ESG. Here, the above optimization problem is a generalization of the Chinese postman problem (CPP) [11]. Although there are numerous algorithms to solve the CPP, the algorithms given in [6,7] are different from the others in that they satisfy not only the constraint of a minimum total length of test sequences but also cover all the event pairs represented graphically. This brings about a substantial improvement in solving the test termination problem and thus constitutes one of the benefits of the proposed approach.

In particular, this article proposes a prioritized version of the mentioned test generation and optimization algorithms on the basis of the well-known “divide and conquer” principle. It is a fact that prioritization should be done in a way that schedules the test process, i.e. to meet the needs and the preferences of the test management that commonly aims to minimize the test budget. However, the SUT and software objects (e.g., components, architecture) usually have a great variety of features. Test prioritization actually entails the determination of an order relation, or relations, among these features. In this respect, “test prioritization” refers to the comparison of the software objects qualified with different attributes, which is an NP-complete [12] problem to solve in general.

In this paper, test prioritization is performed by means of cluster analysis, which enables adjustment of the priority of test cases in accordance with the importance of the events that they are composed of, even if all the test cases under consideration have equal lengths in terms of the number of events included. In the proposed approach, test cases are first generated from a model that represents the desired behavior of the system, and then a degree of preference is assigned to each generated test case. The degree of preference associated with each test case is then adjusted according to the result of the classification of the component events into clusters based on a set of 13 predefined attributes. Those attributes depend on the features of the SUT and hence they get values proportional to their significance to the model and test sequences, but no prior information about the kind and the number of the failures observed during the previous tests of the SUT is needed to determine those values.

One of the contributions of the study presented in this article is to introduce 13 attributes that enable generating test cases from a model hierarchy with several levels as if it is a single-level model. When there is a single-level model to represent the SUT, prioritization of the complete event sequences (CESs) based on the
events that compose them is straightforward compared to that of a model hierarchy with more than one level. In a model hierarchy, the models at the lower levels will occur in CESs over and over again if we generate test cases from the hierarchy in an ordinary fashion, which results in redundancy and hence arbitrary effects on the priority values to be calculated for CESs based on the constituent events. By means of the 13 attributes that we propose, one can represent a complex SUT as a model hierarchy, instead of a single model, in order to get a manageable representation of the SUT and then prioritize the CESs as if the SUT is represented by a single model. The introduced set of 13 attributes takes into account the empirical fact that the lower the level of a model in the hierarchy is, the lesser is the number of faults to be revealed by the CESs generated from the model [13]: the proposed prioritization approach gives less weight to the events in the CESs generated from the models at lower levels than to those generated from the models at higher levels.

Almost all of the previous approaches in the literature require prior information [14–17], for the reason that they focus on regression testing, where the concern is the revalidation of SUT after it has been modified, i.e. after detected faults are corrected. One of the benefits of the proposed approach is that it can be deployed in any stage of software development to reflect the preferences of the tester wherever he/she needs to select a subset among all possible/available test cases in favor of the total testing cost. Although the authors' previous works [13,18–23] also defined similar attributes for events and assigned values to them in order to determine the degree of preference by means of cluster analysis [24], the approach presented in this article is different in that it classifies the events using two techniques adapted from soft computing, namely neural networks and fuzzy logic [22,23]. Details and the theoretical basis of the aforementioned clustering-based prioritization approaches are given in the authors' previous works [21–23]. A high-level flowchart that shows the execution steps of the considered approaches is given in Figure 1.

The proposed approach is evaluated over six case studies on a large, commercial web-based touristic portal. Each case study corresponds to a particular module of the portal, which is modeled using several ESGs related within a hierarchy. Thirteen attributes, which are introduced in this study, are then used to quantify the significance of individual events composing the ESGs in terms of their expected fault-revealing capability. In order to obtain the final prioritized test cases, events are clustered using both neural networks trained by
the adaptive competitive learning (ACL) algorithm and the fuzzy c-means (FCM) algorithm. The Test Suite Designer tool [25] is used for ESG-based modeling and also generating CESs from the obtained model. Each CES corresponds to one test case in the study. To implement the ACL clustering algorithm, a custom software is developed in the Delphi platform. The MATLAB fuzzy tool is used for the application of FCM clustering.

The paper is organized as follows. Section 2 extends and deepens the discussion on related works, which has already been initiated in this introductory section. Section 3 presents the necessary background about the soft computing techniques employed. Section 4, the heart of the paper, presents the proposed approach to the test case prioritization problem. In Section 5, the six case studies of the proposed approach are presented. Section 6 discusses the results of the case studies and lessons learned for practice. Finally, Section 7 gives hints for research work planned and concludes the paper.

2. Related works
Software testing is a time-consuming and expensive process [1]. The results of previous empirical researches have shown that testing can account for almost 50% of the total cost of software development. Real-life systems often require a large number of tests, which cannot be run exhaustively due to time and cost constraints. It is therefore important to decide which part of the software should be tested first. For this purpose, test case selection, test suite reduction, and test case prioritization methods are suggested in the literature [26–35].

The objective of test case selection or test case filtering is to reduce the number of test cases in a test suite, basically by means of partition testing. In partition testing, test cases are divided into equivalence classes and the tests are selected in such a way that at least one test case from each equivalence class is tested [16,17,36]. On the other hand, the objective of test suite reduction is to reduce the number of test cases and eliminate repetitive test cases from the test suite, while maintaining the effectiveness of the original test suite in fault detection [26,27].

The objective of test case prioritization is to rank the test cases according to an adequacy criterion or criteria [28,37]. In other words, the objective is to reveal faults earlier so as to reduce the total cost of testing. There are numerous test case prioritization methods in the literature, but in contrast to the approach presented in this article, they are mostly code-based and they focus on regression testing. It is also different from black-box and other model-based testing approaches in that, as opposed to the proposed approach, they use test case prioritization models that are based on “usage models” and “usage profiles”, which might not be available for all existing software.

The test case prioritization problem (TCPP) was originally defined by Rothermel et al. [28] as follows:

Given: A test suite \( T \); \( T' \) and \( T'' \) are different variations of the test suite; the set \( PT \) of permutations of \( T \); a function \( f \) from \( PT \) to the real numbers, which represents the preference of the tester while testing.

Problem:

Find \( T' \in PT \) such that \( \left( \forall T'' \right) \left( T'' \neq T' \right) f(T') \geq f(T'') \).

In this line of research, Wong et al. [38] were the first researchers to introduce a test case prioritization method with the main focus on reducing cost per additional coverage. Later on, many researchers attacked the TCPP. Srivastava proposed a technique that prioritizes test cases based on the fault detection rate calculated from average fault found per minute [29]. Kim and Porter proposed a test prioritization technique based on historical execution data [30]. They conducted an experiment to assess its effects on the long-run performance of resource-constrained regression testing. Srikanth et al. suggested a value-driven approach to system-level test case
prioritization, called the prioritization of requirements for test, based upon four factors: requirements volatility, customer priority, implementation complexity, and fault proneness of the requirements [31]. Krishnamorthi et al. proposed a prioritization technique at the system level for both new and regression test cases [32]. Srivastava and Thiagarajan built Echelon, a test prioritization system, which prioritizes a given set of tests based on what changes have been made to the software before [33]. Jeffrey and Gupta suggested an approach to prioritize test cases that is based not only on total statement (branch) coverage but also takes into account the number of statements (branches) influencing, or at least having potential to influence, the output produced by the test case [34]. Bryce and Memon proposed a testing technique that extends graphical user interaction (GUI) testing. They prioritized existing test suites for four GUI-based programs by t-way interaction coverage [35].

In the same line of research, Leon et al. compared coverage-based and distribution-based techniques for filtering and test case prioritization [39]. Since distribution-based techniques for filtering and prioritization identify features of the profile distributions that are potentially relevant to revealing faults, these features can be used to guide the selection or prioritization process. They considered two types of distance-based filtering and prioritization techniques: cluster filtering [40] is based on automatic cluster analysis [41], and failure-pursuit sampling is an adaptive extension of cluster filtering that seeks to exploit the observation that tests with failures are often clustered together in small clusters. Their experimental results showed that both coverage-based and distribution-based filtering techniques can exhibit good defect-detection efficiency [40].

On the other hand, Panigrahi et al. proposed a model-based regression test case prioritization technique for object-oriented programs [42]. This technique involves constructing a graph model of the source code to represent the dependencies between control and data, as well as the relations among objects such as inheritance, polymorphism, and message passing. This model is further augmented with information, such as message paths and object states that are available from the UML design models [42]. They used an extended system dependence graph, which was introduced by Horwitz et al. [43] and extended by Larsen et al. [44], for modeling the program and also took into account the various relationships that exist among program elements.

Korel et al. proposed a model-based test reduction technique that uses extended finite state machine (EFSM) model dependence analysis to reduce a given regression test suite. EFSM models are usually depicted as graphs where states represent nodes and transitions represent directed edges between the states. Korel et al. performed an experimental study in order to compare simple code-based and model-based test prioritization methods [45]. The result showed that model-based test prioritization may significantly improve the early fault detection as compared to code-based test prioritization. This method, however, needs prior information of the system (e.g., source code, number of faults), and it could only be used in system retesting. The model-based methods of test prioritization use only the behavioral model of a given system for the purpose of testing. To obtain such a model, several modeling languages have been developed, including EFSM [46], specification description language [47], event flow graphs [48], UML diagrams, ESGs [6,8].

As a measure of how early a prioritized test suite detects faults, Rothermel et al. used a weighted average of the percentage of the faults detected (APFD) [28] during the execution of the test suite. Qu et al. used the normalized version of the APFD to measure the effectiveness of prioritization. Moreover, Elbaum et al. suggested a metric based on the APFD called the new “cost-cognizant” metric [37].

It is worth noting that existing test prioritizations approaches, both code-oriented and model-oriented, apply to regression testing and use code-based criteria, e.g., (code-) coverage and similarity-of-test cases. Bryce et al. applied event-oriented prioritization criteria indirectly to the model, e.g., parameter-value interaction and
measuring of the coverage of windows/actions/call frequency [9]. However, they did not perform any clustering analysis.

To sum up, compared to the above-mentioned related approaches, the main benefit of the suggested test case prioritization technique is that no prior knowledge is needed about the test(s) carried out before, which makes the present technique appropriate for any stage of testing, including regression testing by design. Furthermore, the priority ranking of test cases is determined by means of clustering based on a finite set of predefined attributes.

3. Soft computing
This section introduces the fundamental ideas about soft computing and gives necessary backgrounds for soft computing techniques.

Zadeh was the first researcher to introduce soft computing, as opposed to “hard computing”, as a way of building computationally intelligent systems. In the context of hard computing, the major shortcomings are precision, certainty, and rigor. Soft computing, which actually models the human mind, deals with imprecision, uncertainty, partial truth, and approximation to achieve tractability, robustness, and low solution cost [49]. Soft computing methods can therefore be used for finding approximate solutions for real-world problems that contain inaccuracies and uncertainties. Additionally, soft computing techniques do not rely on the assumptions that are common to conventional statistical methods, such as the underlying statistical distribution of data, and thus they are useful in situations where little or no prior knowledge exist [22,23].

The main building blocks of soft computing are neural networks (NNs), fuzzy logic (FL), genetic algorithms (GAs), and probabilistic reasoning (PR). In this study, two popular soft computing techniques, which are based on NNs and FL, are used for test case prioritization.

Soft computing techniques are commonly used for pattern recognition by clustering. Clustering or cluster analysis was first introduced by Tryon in 1939 [50] as an exploratory data analysis tool that aims at assigning different data points into groups (as known clusters) in such a way that the degree of association between two data points is maximal if they belong to the same group and minimal otherwise.

Clustering algorithms can be divided into two groups: hard and fuzzy. Hard clustering based on classical set theory assigns each data point (as an input vector) to exactly one cluster. In fuzzy clustering, a given data point does not necessarily belong to only one cluster; it may have varying degrees of membership to more than one cluster [51,52].

There exist numerous clustering algorithms proposed in the literature [50–56]. They are usually used for processing the input data of complicated classification tasks. In this study, two clustering algorithms are used: one is the ACL algorithm (i.e. hard clustering) [53–55] for unsupervised NNs, and the other is the FCM algorithm (i.e. soft clustering), which is based on FL [56].

4. Model-based test prioritization using cluster analysis
The presented study uses ESGs for several reasons. First, the test process is an event-centric one: events can be externally perceived while states feature internal aspects of the systems modeled. Second, an ESG represents a directed graph and thus results known from graph theory can directly be applied, for example to solve optimization problems related to test coverage. Finally, the ESG representation of the SUT remains unchanged while the code of the SUT will be modified to correct the faults revealed during the test process, provided that the underlying specification is kept valid.
An ESG treats user actions and the corresponding system behavior as events. Tests are then performed by means of a finite sequence of discrete events consisting of the user activities (inputs) as stimulus and the expected system responses (outputs), such that:

\[(\text{initial}) \text{ user input} \rightarrow (\text{interim}) \text{ system response} \rightarrow \text{user input} \rightarrow (\text{interim}) \text{ system response} \rightarrow \ldots \rightarrow (\text{final}) \text{ system response}.\]

Model-based test case prioritization can in this respect be considered as an inexpensive alternative to the existing code-based test prioritization methods, while on the other hand it may be sensitive to the correct/incorrect information provided by the testers/developers. The importance of this method comes to light especially when the source code of the system is unavailable [21–23].

In brief, model-based prioritized testing refers to the use of a model of the SUT for test case generation and prioritization. This study uses ESGs for the purpose of modeling, under the assumption that the behavior of the SUT has correctly been specified and modeled by a set of ESGs. In this respect, to generate test cases from ESGs, arc coverage is used as the criterion. Arc coverage is essentially a measure of to what degree all possible sequences of events (in combination) have been covered. Note that, as a minimal requirement, a test suite should cover all events and event pairs in the ESG by a set of CESs. An optimization problem arises for simultaneously keeping the sum of the lengths of those CESs minimal, which leads to a considerable reduction of the total cost of testing.

In this study, CESs are generated by a variant of the CPP using the Test Suite Designer tool [25] and are then ranked in the decreasing order of their preference degrees, which are quantified indirectly by means of the clustering of the events that compose CESs. For clustering purposes, each event is treated as if it is a point in multidimensional space, with one dimension for each attribute. In this study, we define 13 attributes as given in Table 1. Those attributes \(x_{i1}\) to \(x_{i13}\) are heuristically chosen to qualify an event (i.e. a node in an ESG), primarily to account for an optimized total cost of testing. The attributes are categorized into three subscopes according to the model at hand. If there is a single ESG model with a single level, the first six attributes can be used in relation to the model and the next three in relation to the CESs generated from the model. The last four attributes can be used in the case of an ESG model with multiple levels.

Any user (tester) is encouraged to extend or modify the list in a way that best suits his/her preferences. Eq. (1) is used to determine the values of \(x_{i9}\) (only one graph) and \(x_{i10}\) (all graphs):

\[
Avrf\left(x_i\right) = \frac{1}{d} \left(\sum_{q=1}^{r} \frac{f_q(x_i)}{l(CES_q)}\right)
\]

where \(Avrf\left(x_i\right)\) is the averaged frequencies of the usage of event \(i\), \(r\) is the number of events composing the \(q\)th CES, \(f_q(x_i)\) is the frequency of occurrence of event \(i\) within CES\(_q\), and \(l(CES_q)\) is the length of CES\(_q\).

From the viewpoint of this study, a cluster is a set of events satisfying the condition that each event is closer (or more similar) to every event (observation) within the associated set than to any event in any other set. Here, the optimal number of clusters, say \(c\), is determined in advance by using the cluster validity algorithm, as described in [57]. Those \(c\) clusters are then obtained by means of both ACL and FCM clustering algorithms [21–23].

After obtaining \(c\) clusters of events, an importance degree is assigned to every event in each cluster using the importance degree of the cluster. The importance degree of the \(k\)th cluster, \(ImpD(S_k)\), is obtained by sorting the \(c\) clusters in decreasing order of the associated mean vectors \(l(\bar{x}_k)\), such that the cluster with the highest \(l(\bar{x}_k)\) value has importance degree of 1, implying that it is the most important cluster of events among
Table 1. The attributes list.

<table>
<thead>
<tr>
<th>Scope</th>
<th>No.</th>
<th>Attribute statements</th>
</tr>
</thead>
<tbody>
<tr>
<td>A single model</td>
<td>i1</td>
<td>The distance of an event from the start “</td>
</tr>
<tr>
<td></td>
<td>i2</td>
<td>The number of incoming and outgoing edges.</td>
</tr>
<tr>
<td></td>
<td>i3</td>
<td>The number of nodes that are directly and indirectly reachable from an event, except entry and exit.</td>
</tr>
<tr>
<td></td>
<td>i4</td>
<td>The number of nodes of a subnode as submenus that can be reached from this node.</td>
</tr>
<tr>
<td></td>
<td>i5</td>
<td>The balancing degree determines balancing a node as the sum of all incoming edges and outgoing edges for a given node.</td>
</tr>
<tr>
<td></td>
<td>i6</td>
<td>The number of faulty event pairs connected to the node under consideration (takes the number of all potential faulty events entailed by the event given into account).</td>
</tr>
<tr>
<td>Test sequences</td>
<td>i7</td>
<td>The maximum number of nodes to the entry “</td>
</tr>
<tr>
<td></td>
<td>i8</td>
<td>The total number of occurrences of an event within all CESs, i.e. walks.</td>
</tr>
<tr>
<td></td>
<td>i9</td>
<td>The averaged frequencies of the usage of events (Avrf$(x_i)$), Eq. (1), within the CESs (only one graph), where $f_q(x_i)$ is frequency of occurrence of event $i$ within CESq and $l(CES_q)$ is the length of CESq. d is determined for events belonging to number of CESs as $d \leq r$.</td>
</tr>
<tr>
<td>Modeling at different levels</td>
<td>i10</td>
<td>The averaged frequencies of the usage of events (Avrf$(x_i)$), Eq. (1), within the CESs (all graphs).</td>
</tr>
<tr>
<td></td>
<td>i11</td>
<td>Sequence number of the ESG model.</td>
</tr>
<tr>
<td></td>
<td>i12</td>
<td>The number of levels in which the ESG model exists.</td>
</tr>
<tr>
<td></td>
<td>i13</td>
<td>The minimum number of nodes to the entry “</td>
</tr>
</tbody>
</table>

The importance index, $imp(x_i)$, of the $i$th event belonging to the $k$th cluster is in this respect defined as follows:

$$Imp(x_i) = c - ImpD(S_k) + 1 \quad (2)$$

The preference degree of the $q$th CES ($PrefD(CES_q)$) can be defined by taking into account the importance index with Eq. (2) of all events belonging to this CES and the frequency of occurrence of event(s) within them. Precisely, the proposed clustering-based prioritization approach ranks CESs according to their preference degrees as given by Eq. (3):

$$PrefD(CES_q) = \sum_{i=1}^{n} imp(x_i) \mu_{S_k}(x_i) f_q(x_i) \quad (3)$$

where $\mu_{S_k}(x_i)$ is the membership degree of the $i$th event belonging to the cluster $S_k$, and $f_q(x_i)$ is the frequency of occurrence of event $i$ within CES$_q$. It is worth mentioning that, in FCM-based prioritization, $\mu_{S_k}(x_i)$ is in the range of [0,1]; however, in ACL-based prioritization, its value is dichotomous: 1 or 0.

The priorities of the test cases are determined by ranking the calculated $PrefD(CES_q)$ values from highest to lowest. The path with the highest $PrefD(CES_q)$ value has in this respect a priority of 1, which is the highest priority value by design [13,21–23]. The pseudocode of the proposed prioritization algorithm is given in Table 2.

The method based on clustering needs no prior knowledge, such as number of faults, usage profiles, and binary or source code of the SUT, which in fact makes the method radically different from most existing approaches. All of the existing prioritization approaches focus on the test cases in the testing process, but the suggested approaches focus on the importance of the events composing the test cases. The method makes a distinction between the events by clustering. Thus, it reveals differences between the test cases having equal nodes and code coverages, and in this respect it provides an important advantage in terms of test prioritization.
and cost reduction. Prioritizing tests cases without needing source codes is also a significant advantage as it protects the confidentiality policies of companies.

Table 2. Clustering-based prioritization algorithm.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Construct a set of events $X = {x_{ij}}$, where $i = 1, \ldots, n$; $i \in N$ is an event index and $j = 1, \ldots, p$; $j \in N$ is an attribute index.</td>
</tr>
<tr>
<td>2.</td>
<td>Cluster the events using both ACL and FCM clustering.</td>
</tr>
<tr>
<td>3.</td>
<td>Classify the events into $c$ crisp groups (using ACL NN-based classification) and fuzzy qualified groups (using FCM-based classification).</td>
</tr>
<tr>
<td>4.</td>
<td>Determine the importance degrees of groups $ImpD(S_k)$ according to length ($\ell(\bar{x}_k)$) of group mean vectors for both types of groups.</td>
</tr>
<tr>
<td>5.</td>
<td>Determine importance index of event groups (Eq. (2)) with respect to crisp groups and fuzzy qualified groups.</td>
</tr>
<tr>
<td>6.</td>
<td>An ordering of the CESs as test cases using the corresponding preference degree (PrefD(CES_q)), Eq. (3), for prioritizing the test process in the case of ACL NN-based and FCM-based classification, respectively.</td>
</tr>
</tbody>
</table>

5. Case study: a web-based tourist services marketing system

In this study, the proposed prioritization approach is demonstrated using a web-based tourist services application called ISELTA (Isik’s System for Enterprise-Level Web-Centric Tourist Applications). ISELTA was developed by ISIK Touristik Ltd. and the University of Paderborn in cooperation with a commercial enterprise to market various tourist services for traveling, recreation, and vacation. It can be used by hotel owners, travel agents, etc., but also by end-users.

For the purpose of experimental evaluations, the two main modules of ISELTA, the “Specials” and “Prices” modules that are given by screenshots in Figures 2a and 2b, are respectively used. By means of Specials module, one can define, for example, seasonal promotions for specified rooms, and by means of Prices module one can define discounts according to age, number of customers, and number of children. Figure 3 shows the main/top level ESG for the Specials module. The complete model of the Specials module has five sub-ESGs related to the main ESG within the hierarchy. The Specials module is one of the six case studies considered in this article. As opposed to the Specials module, the Prices module has a relatively complex structure (Figure A.1 in the Appendix [on the journal’s website] gives the ESG of the module and Table A.1 in the Appendix gives a description of the nodes in this ESG), and so it is divided into five submodules, CHD, EC, INC1, INC2, and INC3. Each of those five submodules is considered as a separate case study and is also given Figures A.2–A.6 in the Appendix, respectively. Tables A.2–A.6 in the Appendix give descriptions of the nodes in these figures.

The Specials module is modeled using six ESGs in three hierarchical levels and it is tested using the combinations of those ESGs at different levels. In this hierarchy, ESG1 represents the root; at the second level, ESG2, ESG3, ESG4, and ESG5 stem from ESG1; and ESG6 is at the third level. That is, ESG2, ESG3, ESG4, and ESG5 are subgraphs of ESG1, and ESG6 is a subgraph of ESG2, ESG3, ESG4, and ESG5. A hierarchy is employed so as to reduce the total number of nodes and edges that has to be considered in testing.
In Figure 3, the events S0, S1, and S2+ are used to denote the current condition of the system, where S0 represents no special entry existing in the system, S1 represents the existence of only one special entry, and S2+ represents that there are more than one specials defined. These nodes are used only to distinguish the contexts in modeling, not for testing purposes. Description of the nodes of Specials module is given in Table A.7.

Figure 3. ESG of Specials module representing the first level in the hierarchy (ESG1).

The nodes that are modeled separately in the second level, INC_D1, INC_D2, INC_D3, EC1, EC2, EC3, CH_D1, CH_D2, CH_D2, INCC1, and INCC2, are indicated by surrounding them with a dashed line. Note that INC_D1, INC_D2, and INC_D3 are modeled using the same graph, ESG_2, given in Figure A.7a. ESG_2 shows how to enter incomplete data in the system. ESG_3, ESG_4, and ESG_5 depict entering complete data, deleting data, and changing data, respectively, as shown in Figures A.7b–A.7d. In a similar fashion, the nodes in ESG_2, ESG_3, and ESG_5, such as ADDDATE1, ADDDATE2, ADDDATE3, D_ENTER, and C_DATE, are detailed in the third level as shown in Figure A.7e. The nodes are indexed so that a single node can be used in the same model but under different conditions or contexts.

The Prices module of ISELTA is divided into five submodules for the sake of clarity in modeling as given in Figure A.1. These modules: are 1) Changing Data (CH_D), 2) Entering Correct Data (EC), 3) Entering...
Incorrect Data (INC1) when there is no entered datum at all, 4) Entering Incorrect Data (INC2) when there is an entered datum, and 5) Entering Incorrect Data (INC3) when there is more than one datum entered before. Figures A.8a, A.8b and A.8c show the ESGs of CH_D, EC, and INC3, respectively. In addition, all submodules of Prices and their hierarchies are given from Figure A.2 to A.6 in the Appendix.

The complete model of CH_D has 15 sub-ESGs in four hierarchical layers. The ESG of the CH_D module given in Figure A.8a is at the top level in the hierarchy. Nodes SOC, DISC1, DISC2, DISC3, and DISC4 of CH_D have detailed ESGs at the second level. The complete model of the EC module has 7 sub-ESGs in three hierarchical levels. The ESG of EC module in Figure A.8b represents the root. The nodes SOCDATAE, DISDATAE1, DISDATAE2, DISDATAE3, and DISDATAE4 of EC have detailed models at the second level. The complete model of INC3 given in Figure A.8c also has 7 sub-ESGs in three hierarchical levels, where nodes ISODE3, IDISDE31, IDISDE32, IDISDE33, and IDISDE34 have detailed models at the second level. Similar to the INC3 module, both of the complete models of the INC1 and INC2 modules have 7 sub-ESGs in three hierarchical layers.

In summary, the Specials and Prices modules of the ISELTA portal are considered in this study as if they are six “main” modules: 1) Specials, 2) CH_D, 3) EC, 4) INC1, 5) INC2, and 6) INC3, each of which represents a single case study. The details of the six modules are given in the Appendix (from Figure A.1 to A.6). Totally, 351 CESs and 675 events are generated from all the ESGs modeled, and those 351 CESs are capable of revealing a total of 470 faults (Tables A.8 and A.9 in the Appendix). Table A.10 shows the distribution of the total 470 faults on individual modules. The test suites generated for the case studies are given Tables A.11–A.16 in the Appendix.

6. Experimental results and the discussions

In the current practice of testing, it is generally agreed that the sequences having the greatest arc coverage and node coverage should be executed first. However, this also means higher costs because such sequences are generally longer. Thus, choosing the relatively shorter test sequences is also an important requirement. At this point, fault detection performance plays an important role in keeping the whole testing process in balance with respect to the coverage and the cost. Unfortunately, the existing assessment criteria do not always give adequate information on the fault detection performance. Most importantly, they may well be insufficient to make a clear distinction between equal-coverage test sequences, i.e. CESs with equal numbers of events.

Fault detection performance is in this respect an important criterion for the comparison of the test prioritization methods. However, since test engineers usually correct the faults where they find them in the sequential flow of the test process, the observed performance would in general fluctuate, test process from test process, depending on the order of the test cases executed. It is true that a corrected fault will not occur again in the following test sequences, but it is also true that when a fault is detected, the execution of the test sequence cannot continue; it is necessary to rerun the sequence after correcting the fault. This means that the number of faults revealed by an individual test case may change if test cases are executed in a different order. Nevertheless, note that, although the number of faults in a system cannot be known in advance, one can inject specific faults to evaluate the fault detection performance of a given testing approach. In this study, faults are injected deliberately to the systems with mutation testing by means of deleting a line or statement, or changing operators in the code of the system [58]. Faults are not a part of the prioritization process. They are injected only to evaluate the performance of the proposed prioritization techniques.

In this study, 12 test case prioritization techniques are considered for experimental evaluations. Those
techniques can be classified into three groups as given in Table A.17. The first group is composed of the two model-based test case prioritization approaches proposed in this study, where “TCP1” stands for the approach based on ACL and “TCP2” stands for the approach based on FCM. The second group is composed of six well-known code-based test case prioritization approaches (from “TCP3” to “TCP8”) in the literature [15]. When the source code of the SUT is available, we can determine, for any test case (CES) given, the number of statements covered, the number of lines of code (LOC) covered, and the number of functions that were exercised by the test case, and we can utilize this information for test case prioritization. “TCP3”, “TCP4”, and “TCP5” represent the approaches that use the number of LOC covered, the number of functions covered, and the number of statements covered, respectively. The remaining code-based approaches, “TCP6”, “TCP7”, and “TCP8”, are, in one sense, the complements of “TCP3”, “TCP4”, and “TCP5”, respectively: “TCP6” represents the approach that uses the total lines of code not yet covered, “TCP7” the number of functions not yet covered, and “TCP8” the number of statements not yet covered. One can also use additional statement coverage, additional function coverage, and additional LOC coverage [15] for the same purpose. The third group in Table A.17 is a control group with four members, from “TCP9” to “TCP12”, each of which serves two purposes: 1) performance evaluation criterion (defined in Section 6.1) and 2) “ideal” test case prioritization approach for the performance evaluation criterion itself.

For the CESs generated for the Specials module, the priority values that are yielded from the considered approaches, TCP1 through TCP11, are listed in Table A.18. Priority values assigned to the CESs generated from the INC3 module are also given in Table A.19 in the Appendix.

6.1. Performance evaluation criteria: control group

In this study, four new performance evaluation criteria, which expose the fault detection success of test sequences, are used for the evaluation of the proposed clustering-based test prioritization methods. During the testing, the events that capture the faults are determined and then the following evaluation criteria are used to derive different ideal orderings and compare the employed strategies.

- Number of Events Capturing Unique Faults (TCP9): For this criterion, the ideal CES ordering is obtained by sorting the generated CESs in decreasing order of the number of the events in each CES that can capture unique faults. Note that there are events having different labels but essentially the same functionality, such as TODAY11, TODAY12, TODAY22, and TODAY21, where the difference in labeling indicates that the events that they follow (i.e., the triggering events) are different. Actually, the CESs that contain one of the events TODAY11, TODAY12, TODAY22, and TODAY21 could reveal the same fault(s) depending on the execution order of the CESs. Since each of these four events is able to catch the same unique fault(s), they are considered as unique fault catcher events in the evaluation of the proposed methods.

- Number of Events Capturing Repetitive Faults (TCP10): For this criterion, the ideal CES ordering is obtained by sorting the generated CESs in decreasing order of the number of occurrences of each event that can capture faults, not necessarily the unique ones. In the context of the TCP10 criterion, it is assumed that the faults detected during the execution of any CES are left as are (i.e., they are not corrected, so they are repetitive across different CESs containing the same fault catching events). Moreover, in contrast to the TCP9 criterion, all the occurrences of the events are considered as “fault catcher” events, in order to take into account the empirical fact that the same event could reveal different faults when it is triggered by different events. This means, as a result, that the TCP10 values of individual
CESs are calculated independently from each other.

- **Number of Events Capturing Nonrepetitive Faults (TCP11):** Assuming that each CES is executed by starting the SUT from scratch (i.e., it is returned back to the original state after each CES execution, so that the CES executions can be considered mutually independent), the number of faults revealed by each CES can be calculated as if it is executed as the first one. Sorting the generated CESs in decreasing order of the numbers of faults that are revealed in this way then gives the ideal ordering. Basically, the TCP11 value of a particular method is given by the number of faults that the method itself could detect if it is considered separately. The main difference between TCP10 and TCP11 is that there the revealed faults are corrected while the CESs yielded from each method are executed. Without losing generality, in the context of TCP11, it is assumed that faults are nonrepetitive in the sense that a particular fault is detected and corrected. Additionally, the same fault will not occur again during the execution of the test suite under evaluation.

- **Number of CESs Required to Reveal All Faults (TCP12):** This criterion is different from the former ones in that it is simply given by the number of CESs required to reveal all faults in the SUT, when the CESs are executed in the order determined by the prioritization method in use.

### 6.2. Results of the evaluation of the suggested prioritization approaches

Based on the three evaluation criteria TCP9, TCP10, and TCP11, the results of the evaluation of the considered test case prioritization approaches, TCP1 through TCP8, on the Specials module are depicted in Figures A.9, A.10 and A.11 respectively. In Figures A.9 through A.11, the horizontal axis shows the rank value or the priority value (i.e., the execution order) assigned to the CESs by each prioritization approach, while the vertical axis shows the cumulative total of the observed values of the TCP9, TCP10, and TCP11 criteria, respectively.

As seen in Figure A.9, the considered test case prioritization approaches tend to accumulate in two groups based on the criterion TCP9: one is a mixture of model-based and code-based approaches including TCP1, TCP2, TCP3, TCP4, and TCP5, and the other is composed of the remaining code-based approaches, TCP6, TCP7, and TCP8. In contrast to code-based approaches TCP6, TCP7, and TCP8, model-based approaches TCP1 and TCP2 and code-based approaches TCP3, TCP4, and TCP5 show a performance close to the performance of the ideal approach, TCP9. One of the reasons for this is that the code-based approaches TCP6, TCP7, and TCP8 give high precedence to short test cases, relative to long test cases. When short test cases are executed first, although the cost increases gradually from start to end with steps as small as possible, it appears that this results in a considerable amount of loss in capturing unique faults at early stages compared to that of the ideal.

As seen in Figures A.10 and A.11, the same situation occurs when the approaches are evaluated based on criteria TCP10 and TCP11. The analyses of some modules, having different results, are given in Figures A.12–A.17 in the Appendix. The evaluation of the INC1 and INC2 modules yields similar results with CH_D module.

To test whether there are significant differences between the test case prioritization approaches, TCP1 through TCP8, and the control group approaches, TCP9 through TCP11, one can use the well-known nonparametric hypothesis testing method, called the Friedman method in statistics. The Friedman test [59] can be used to compare three or more related samples. It is in general identical to the balanced two-way analysis of variance (ANOVA) [60], but in particular it is different from ANOVA in that it tests only for row effects after adjusting for possible column effects, and most importantly it makes no assumption about the underlying distribution of
In our case, the Friedman test is used for testing the null hypothesis, $H_0$, against the alternative, $H_A$, as given by:

$H_0$: There is no significant difference between the test case prioritization approaches.

$H_A$: There exists a significance difference.

The nonparametric Friedman test compares the sample medians of several groups (in our case, test case prioritization approaches) to test the null hypothesis ($H_0$) that they are all the same against the alternative ($H_A$) that they are not all the same. The P-value that the Friedman test returns is used to cast doubt on the null hypothesis. A sufficiently small P-value indicates that at least one approach is significantly different in sample median than the others. To determine whether a result is “statistically significant”, a critical P-value is chosen by the researcher, generally agreed to be 0.05.

Table A.20 shows the results of the Friedman tests carried out to decide whether there is a significant difference among prioritization approaches TCP1 through TCP8 and TCP9, among TCP1 through TCP8 and TCP10, and among TCP1 through TCP8 and TCP11. As seen, all the observed P-values are less than 0.05. Thus, the null hypothesis can be rejected with 95% confidence for each of the three tests. That is, there is enough evidence in the data at hand to conclude, with 95% confidence, that at least one approach is significantly different in ranking CESs from the others.

As a matter of fact, the information that at least one approach is significantly different in ranking CESs from the others is too general. In practice, we usually need information about which pairs of approaches are significantly different from each other and which are not. A test that can provide such information is called a multiple comparison test in statistics. The multiple comparisons of the considered prioritization approaches are given in Figures A.18a–A.18c. They use the Tukey honestly significant difference criterion (Tukey HSD) [61], which is based on the Studentized range distribution.

In Figures A.18a–A.18c, the sample median (i.e. mean rank) associated with each prioritization approach is marked by a circle. Horizontal solid lines crossing the circles represent 95% confidence intervals (CIs) for the associated prioritization approaches. The prioritization approaches whose 95% CIs do not overlap are those approaches that are significantly different from each other in ranking CESs. The vertical dashed lines emphasize the end points of the 95% CIs associated with the control group approaches TCP9, TCP10, and TCP11.

As shown in Figure A.18a, except for the code-based prioritization approaches TCP6, TCP7, and TCP8, model-based approaches TCP1 and TCP2 and code-based approaches TCP3, TCP4, and TCP5 are not significantly different in capturing unique faults from each other, though they are different from the ideal approach, TCP9. For the Specials module, the fact that the results obtained for criteria TCP10 (Figure A.18b) and TCP11 (Figure A.18c) are the same as the result obtained for criterion TCP9 suggests that the proposed model-based approaches are the baseline alternatives for code-based approaches. This is the case if the source code of the SUT is available to the tester. In the case that the source code of the SUT is not available, this statistical analysis suggests that the proposed model-based approaches can be used with 95% confidence.

Except for module INC3, the results of the statistical analyses performed for all the modules are similar to each other (presented in the Appendix: Figures A.19–A.22). For the case of INC3, the results of the Friedman tests performed show that the observed discrepancy between the model-based approaches and the code-based approaches is statistically significant at a significance level of 0.05. Table A.21 lists the corresponding Friedman ANOVA tables. Tables A.22–A.25 show the results of Friedman ANOVA tests for the CH_D, EC, INC1, and INC2 modules, respectively.

As seen in Figure A.23, the model-based approaches show performances in revealing faults not significantly
different from that of ideals TCP9, TCP10, and TCP11, while in contrast the differences between the code-based approaches and the ideals are statistically significant. In particular, Figures A.23a–A.23c illustrate Pareto-based graphs for the INC3 module, and Figures A.23d–A.23f illustrate the results of multiple comparisons for the module according to TCP9, TCP10, and TCP11, respectively.

The CESs obtained from the INC3 module are relatively short in number of events compared to the CESs obtained from the other modules. This makes the CES rankings yielded from approaches TCP3, TCP4, and TCP5 close to the CES rankings yielded from approaches TCP6, TCP7, and TCP8. Thus, the CES rankings yielded from all the code-based approaches differ from the CES rankings yielded from the model-based approaches, and most importantly they differ as a group from the ideal CES rankings yielded from TCP9, TCP10, and TCP11, whereas the model-based approaches yield CES rankings close to the ideal. The case of INC3 exemplifies an important advantage of model-based test case prioritization over code-based prioritization, which occurs when CESs have equal lengths in number of events. Note that code-based approaches would in general assign the same priority value to the CESs with equal lengths, as opposed to model-based approaches.

The total cost of correction of all faults (TCP12) is calculated based on both the number of CESs required to reveal all the faults and the coverage of them in terms of events. Here, criterion TCP12 represents the total cost of the whole fault detection process by fixing the cost of starting the execution of each CES from $\alpha$ and the cost of executing each event to $\beta$, where $\alpha$ and $\beta$ are determined considering the test budget. As shown in Table A.26, the total cost of revealing all faults by means of model-based prioritization approaches is in general lower than that of the code-based prioritization approaches.

6.3. Limitations

The primary limitation of the proposed prioritization approaches is that it can be affected by changes in the model, concerning the generated test sequences. In addition, only behavioral sequence-based faults are revealed and corrected; the logical and/or calculation errors, which usually depend on the examination of outputs, are ignored. Finally, the performance evaluation criteria require data of an experimental type. Therefore, the derivation of the ideal rankings for different criteria and the results of the comparisons with the ideal rankings are all dependent on the actual test execution data. This means that the real performance of the suggested prioritization methods can only be observed at the end of the test process.

7. Conclusion

The model-based, coverage- and-specification-oriented approach proposed in this paper provides an effective algorithm for ordering a given set of test cases with respect to their degree of preference as perceived by the tester, which results in a set of priority-sorted test cases. The degree of preference associated with a test case is determined by means of the clustering of the events based on the 13 attributes defined in this study. The approach classifies the events (nodes of ESG) by means of cluster analysis based on both ACL and FCM algorithms. The proposed approach needs no prior knowledge, such as numbers of faults or binary or source code of the SUT, which in fact makes the proposed approach radically different from the code-based approaches.

The results of the experimental analyses performed using a commercial application show that the fault detection performance of the proposed model-based approaches is in general not significantly different from that of the code-based approaches considered in this study. Together with the fact that model-based approaches need no source code, and so they protect the confidentiality policies of companies, we concluded that the proposed model-based test case prioritization approaches are capable to be the baseline alternatives over the code-based approaches in general.
At present, the proposed 13 attributes have equal weights. One of the future works is to use multivariate data analysis techniques in order to get better weighting schemes, such as principal component analysis and factor analysis. Another study planned includes application of the proposed approaches to a broader class of testing problems, e.g., to multiple-metrics-based testing where a family of software measures is used to generate tests. As mentioned in Section 2, some recent work applied event-oriented prioritization criteria indirectly to the model, e.g., parameter-value interaction or measuring the coverage of windows/actions/call frequency [9]. As our approach is also event-oriented [8], we see some chances that in our future work we can attempt to extend, and maybe uniformly structure, our attributes’ catalogue, taking this aspect into account.
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