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Abstract
Feature selection is vital in the field of pattern classification due to accuracy and processing time considerations. The selection of proper features is of greater importance when the initial feature set is considerably large. Text classification is a typical example of this situation, where the size of the initial feature set may reach to hundreds or even thousands. There are numerous research studies in the literature offering different feature selection strategies for text classification, mostly focused on filters. In spite of the extensive number of these studies, there is no significant work investigating the efficacy of a combination of features, which are selected by different selection methods, under different conditions. In this study, a hybrid feature selection strategy, which consists of both filter and wrapper feature selection steps, is proposed to comprehensively analyze the redundancy or relevancy of the text features selected by different methods in the case of different feature set sizes, dataset characteristics, classifiers, and success measures. The results of the experimental study reveal that a combination of the features selected by various methods is more effective than the features selected by the single selection method. The profile of the combination is, however, influenced by characteristics of the dataset, choice of the classification algorithm, and the success measure.
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1. Introduction
The aim of text classification, or categorization, is simply to classify texts of interest into appropriate classes or categories. A typical text classification system mainly consists of a feature extraction mechanism that computes numerical information from a raw text document, and a classifier that executes a classification process using prior knowledge of the labeled data.

Though there exist lexical, semantic, and syntactic approaches for document representation [1,2], the majority of text classification studies make use of a bag-of-words approach [3] to represent documents, where the exact ordering of words, or terms, in the documents is ignored but the number of occurrences of each term is considered. Each distinct term in a document collection therefore constitutes an individual feature. Terms are individually assigned certain weights that represent the importance of the terms in a given document [4]. Widely used weighting schemes are term frequency (TF), which corresponds to the number of occurrences of a term in a document, and term frequency-inverse document frequency (TF-IDF), which scales down the TF weight by considering the number of documents in the collection containing the regarding term [5]. Hence, a
A document is represented by a multidimensional feature vector, where each dimension in the vector corresponds to the weighted value for a distinct word within the document collection. Representation of documents as features or identifier vectors in such a way is known as the vector space model [6].

The size of the feature vector may reach considerable values, even for moderate numbers of documents. Thus, the processing time of text classification increases drastically. Moreover, classification accuracy might even be degraded due to the phenomenon known as the “curse of dimensionality” [7,8]. Therefore, feature dimension should be reduced in such a way that the features that are irrelevant or that have low discriminatory power are eliminated. Dimension reduction can be achieved using either feature transformation or feature selection. In feature transformation, the original feature space is projected into a lower dimensional subspace that carries more relevant or discriminative information. Popular feature transformation techniques in text classification studies are latent semantic analysis [9,10], principal component analysis [11,12], and linear discriminant analysis [13,14]. On the other hand, feature selection operates on the original feature space and aims to eliminate irrelevant dimensions, whereas relevant dimensions are kept with their original values. A comprehensive overview of various aspects of feature selection can be found in [15–17].

Though a vast amount of methodologies for feature selection are available in the literature, all of the feature selection methods broadly fall into 3 categories: filters, wrappers, and embedded methods. Filters assess feature relevancies using various scoring schemes independently from a learning model or classifier [17]. Filter techniques are easily scalable to high-dimensional datasets, computationally simple and fast. On the other hand, wrappers evaluate features using a specific learning model and search algorithm, where the search algorithm is wrapped around the model to examine the feature space [18]. Wrapper techniques consider feature dependencies and provide interaction between feature subset search and choice of a learning model, but are computationally expensive with respect to filters. In embedded methods, an optimal feature subset search is built into the classifier setup. In other words, feature selection is integrated in the classifier training process; therefore, embedded methods are specific to the utilized learning model, just like wrappers. However, they are less computationally intensive than wrappers [15,17]. While the individual employment of filters or wrappers is more common in the literature, there are also a number of studies utilizing filters and wrappers together within the feature selection scheme [19,20]. The evaluation of features in a feature selection scheme can be carried out with either a univariate or multivariate approach. A univariate approach examines the features independently, provides individual discriminatory powers of the features, and is fast, but it ignores possible correlation among the features [21]. On the contrary, a multivariate approach takes feature dependencies into consideration during evaluation of the features but is relatively slow [15]. Among all of the feature selection strategies, only the exhaustive search and branch-and-bound algorithms [22] may yield optimal results. Their computational complexity is, however, significantly high for even moderate numbers of features. This leads researchers to consider suboptimal selection methods most of the time.

In text classification studies, widely used feature selection methods are univariate filter approaches due to the mass amount of features that require significant processing time. Once the individual discriminatory powers of the features are obtained, the best N features are selected while the others are eliminated. Hence, a compact subset of features is attained, although feature dependencies are ignored. The most popular examples of these approaches in the literature are term strength [23], odds ratio [24], document frequency [25], mutual information [26], chi-square [27], and information gain [28]. A number of comparative studies on different feature selection metrics can be found in [25,29], as well.

In spite of the extensive number of feature selection studies on text classification, there is no significant
work investigating the efficacy of a combination of features, which are selected by a variety of selection methods, under different conditions. Therefore, a hybrid feature selection strategy, which consists of both filter and wrapper feature selection steps, is proposed in this study. This hybrid selection process is repeated under particular conditions, including different feature set sizes, dataset characteristics, classifiers, and success measures. The results of the study enable us to discover which features or feature combinations are better identifiers for text classification, whether there is a distinct relation among the useful features, the desired feature size, the utilized classification method, and the success measure.

The rest of the paper is organized as follows: feature selection methods utilized in the study are briefly described in Section 2; Section 3 introduces the hybrid feature selection scheme; Section 4 presents the experimental work and related results; and, finally, the conclusion of the paper is given in Section 5.

2. Feature selection

The mathematical background and detailed explanation of the filter and wrapper methods that are utilized within the proposed hybrid feature selection scheme are given in the following subsections.

2.1. Filter

The filter methods, or actually the scoring schemes, utilized in this study are document frequency, mutual information, chi-square, and information gain. The rationale of these methods is as follows.

2.1.1. Document frequency

Document frequency (DF) is one of the simplest approaches to assess feature relevance in text classification problems. The DF of a specific term simply corresponds to the number of documents in a class containing that term [5,25,29]. Hence, the DF of each term constitutes the relevancy score of the term.

2.1.2. Mutual information

The mutual information (MI) of 2 random variables indicates the mutual dependence of the variables. Therefore, the MI related to term $t$ and class $c$ describes the amount of information the presence of that term carries about the relevant class [25]. Therefore, MI can be formulated as:

$$MI(t, c) = \log \frac{P(t|c)}{P(t)},$$

where $P(t)$ is the probability of term $t$ and $P(t|c)$ is the probability of term $t$ given class $c$.

2.1.3. Chi-square

Another popular selection approach is chi-square (CHI2). In statistics, the CHI2 test is applied to examine the independence of 2 events. The events, $X$ and $Y$, are assumed to be independent if:

$$p(XY) = p(X)p(Y).$$
In text feature selection, these 2 events correspond to the occurrence of a particular term and class, respectively. CHI2 information can be computed using:

\[ \text{CHI2}(t, c) = \sum_{t \in \{0, 1\}} \sum_{c \in \{0, 1\}} \frac{(N_{t,c} - E_{t,c})^2}{E_{t,c}}, \]

where \( N \) is the observed frequency and \( E \) is the expected frequency for each state of term \( t \) and class \( c \) [5]. CHI2 is a measure of how much the expected counts \( E \) and observed counts \( N \) deviate from each other. A high value of CHI2 indicates that the hypothesis of independence is not correct. If the 2 events are dependent, then the occurrence of the term makes the occurrence of the class more likely. Consequently, the term in question is relevant as a feature.

2.1.4. Information gain

Information gain (IG) measures how much information the presence or absence of a term contributes to making the correct classification decision for any class [25,29]. IG reaches its maximum value if a term is an ideal indicator for class association, that is, if the term is present in a document, if and only if the document belongs to the respective class. IG for term \( t \) with respect to class \( c \) can be obtained using:

\[ \text{IG}(t, c) = - \sum_{i=1}^{M} P(c) \log P(c) + P(t) \sum_{i=1}^{M} P(c|t) \log P(c|t) + P(\overline{t}) \sum_{i=1}^{M} P(c|\overline{t}) \log P(c|\overline{t}), \]

where \( M \) is the number of classes, \( P(c) \) is the probability of class \( c \), \( P(t) \) and \( P(\overline{t}) \) are the probability of the presence and absence of term \( t \), and \( P(c|t) \) and \( P(c|\overline{t}) \) are the probability of class \( c \) given the presence and absence of term \( t \), respectively.

2.2. Wrapper

The wrapper method employed in this study is a genetic algorithm (GA)-based selection (GS), which has been proven to be relatively capable and fast among many suboptimal search algorithms such as sequential forward and backward selections [30]. The GA is a probabilistic search method inspired by the biological evolution process [31]. The principle of the GA is the survival of the fittest solutions among a population of potential solutions for a given problem. Thus, new generations produced by the surviving solutions are expected to provide better approximations to the optimum solution. The solutions correspond to chromosomes that are encoded with an appropriate alphabet. The fitness value of each chromosome is determined by a fitness function. New generations are obtained using genetic operators, namely crossover and mutation, with certain probabilities on the fittest members of the population. The initial population can be randomly or manually defined. Population size, number of generations, probability of crossover, and mutation are defined empirically.

As a simple but useful GS approach, chromosome length is equal to the dimension of a full feature set. The chromosomes are then encoded with a \{0, 1\} binary alphabet. In a chromosome, the indices represented with “1” indicate the selected features, whereas “0” indicates the unselected ones. For example, a chromosome defined as

\[ \{1 0 1 0 1 1 0 0 0 1\} \]
specifies that the 1st, 3rd, 5th, 6th, and 10th features are selected while the others are eliminated. The fitness value corresponding to a chromosome is determined by a particular success measure that is obtained with the selected features. Some examples of genetic feature selection studies are given in the literature in [30,32–34].

3. Hybrid feature selection scheme

Hybrid feature selection strategy, which is proposed in this study, consists of both filter and wrapper selection stages. In the first stage, the features are selected using DF-, MI-, CHI2-, and IG-based filter methods. Next, the features selected by the filters are combined together and fed into the GS in the second stage. This 2-stage hybrid feature selection process is repeated under particular conditions, including different feature set sizes, dataset characteristics, classifiers, and success measures. Hence, the redundancy or relevancy of a combination of text features selected by different methods can be extensively analyzed for each condition.

3.1. Feature set size

Feature set size is the first varying parameter, such that the experiments are carried out with various numbers of features ranging from 1 feature per class to 10 features per class.

3.2. Dataset characteristics

The second altering item is the characteristic of the datasets utilized. Two celebrated text datasets, namely Reuters-21578 and 20 Newsgroups [35], are employed in this experimental study. The top 10 classes of the Reuters-21578 ModApte split and 10 classes of the 20 Newsgroups dataset are considered during the experiments. All of the information regarding these 2 datasets, including class descriptions and the number of training and testing samples, are listed in Tables 1 and 2. Reuters is a skewed dataset; that is, the numbers of documents in each class are quite different. On the contrary, the Newsgroups dataset has a uniform distribution with an equal number of documents per class. Hence, the effectiveness of the features can be observed in 2 separate datasets with different characteristics.

<table>
<thead>
<tr>
<th>No.</th>
<th>Class label</th>
<th>Number of training samples</th>
<th>Number of testing samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>earn</td>
<td>2877</td>
<td>1087</td>
</tr>
<tr>
<td>2</td>
<td>acq</td>
<td>1650</td>
<td>719</td>
</tr>
<tr>
<td>3</td>
<td>money-fx</td>
<td>538</td>
<td>179</td>
</tr>
<tr>
<td>4</td>
<td>grain</td>
<td>433</td>
<td>149</td>
</tr>
<tr>
<td>5</td>
<td>crude</td>
<td>389</td>
<td>189</td>
</tr>
<tr>
<td>6</td>
<td>trade</td>
<td>369</td>
<td>117</td>
</tr>
<tr>
<td>7</td>
<td>interest</td>
<td>347</td>
<td>131</td>
</tr>
<tr>
<td>8</td>
<td>ship</td>
<td>197</td>
<td>89</td>
</tr>
<tr>
<td>9</td>
<td>wheat</td>
<td>212</td>
<td>71</td>
</tr>
<tr>
<td>10</td>
<td>corn</td>
<td>181</td>
<td>56</td>
</tr>
</tbody>
</table>
Table 2. Newsgroups dataset.

<table>
<thead>
<tr>
<th>No.</th>
<th>Class label</th>
<th>Number of training samples</th>
<th>Number of testing samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>alt.atheism</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>2</td>
<td>comp.graphics</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>3</td>
<td>comp.os.ms-windows.misc</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>4</td>
<td>comp.sys.ibm.pc.hardware</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>5</td>
<td>comp.sys.mac.hardware</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>6</td>
<td>comp.windows.x</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>7</td>
<td>misc.forsale</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>8</td>
<td>rec.autos</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>9</td>
<td>rec.motorcycles</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>10</td>
<td>rec.sport.baseball</td>
<td>500</td>
<td>500</td>
</tr>
</tbody>
</table>

3.3. Classifiers

Another altering parameter is the classification algorithm. The first classifier utilized in the study is the decision tree (DT), which is a nonlinear classifier [36]. The other classifier is a linear form of support vector machine (SVM) [37]. Thus, 2 different classification algorithms are tested within the wrapper stage of the hybrid feature selection to assess feature subsets, which enables us to observe variations of the selected features in each case. Both classifiers have previously been widely employed for text categorization research [38–40].

3.3.1. Decision tree

Decision, or classification, trees are multistage decision systems in which classes are consecutively rejected until an accepted class is reached [36]. For this purpose, the feature space is split into unique regions corresponding to the classes. The most commonly used type of DT is the binary classification tree, which splits the feature space into 2 parts sequentially by comparing the feature values with a specific threshold. Thus, an unknown feature vector is assigned to a class via a sequence of Yes/No decisions along a path of nodes of a DT. One has to consider the following items in the design of a classification tree:

i. Splitting criterion,

ii. Stop-splitting rule,

iii. Class assignment rule.

The fundamental aim of the splitting feature space is to generate subsets that are more class-homogeneous compared to former subsets. In other words, the splitting criterion at any node is to obtain the split providing the highest decrease in node impurity. Entropy is one of the most widely used types of information to define impurity and can be computed as:

\[ I(t) = - \sum_{i=1}^{M} P(c_i|t) \log_2 P(c_i|t), \]  

where \( P(c_i|t) \) denotes the probability that a vector in subset \( X_t \), associated with node \( t \), belongs to class \( c_i \), \( i = 1, 2, \ldots, M \). Assume now that performing a split, \( N_{tY} \) points are sent into the “Yes” node \( (X_{tY}) \) and \( N_{tN} \)
into the “No” node \((X_{tN})\). The decrease in node impurity is then defined as:

\[
\Delta I(t) = I(t) - \frac{N_Y}{N_t} I(t_{YES}) - \frac{N_N}{N_t} I(t_{NO}),
\]

(7)

where \(I(t_{YES})\), \(I(t_{NO})\) are the impurities of the \(t_{YES}\) and \(t_{NO}\) nodes, respectively. If the highest decrease in node impurity is less than a certain threshold or a single class is obtained following a split, then the splitting process is stopped. Once a node is declared to be terminal or leaf, then a class assignment is made. A commonly used assignment method is the majority rule, which assigns a leaf to a class to which the majority of the vectors in the corresponding subset belong.

### 3.3.2. SVM

The SVM is one of the most effective classification algorithms in the literature. The SVM algorithm has both linear and nonlinear versions. In this study, the linear version of the SVM is employed. The crucial point of the SVM classifier is the notion of the margin \([36,37]\). Classifiers utilize hyperplanes to separate classes. Every hyperplane is characterized by its direction \((w)\) and its exact position in space \((w_0)\). Thus, a linear classifier can be simply defined as:

\[
w^T x + w_0 = 0.
\]

(8)

Figure 1 illustrates a 2-class classification problem. Obviously, the position of the hyperplane should be defined in such a way that maximizes the separation between classes.

![Figure 1. A linear classifier and the associated margin lines for a 2-class classification problem.](image)

Here, the region between 2 hyperplanes,

\[
w^T x + w_0 = 1, \quad w^T x + w_0 = -1,
\]

(9)

is called the margin. The width of the margin is equal to \(2/\|w\|\). Achieving the maximum possible margin is the underlying idea of the SVM algorithm. Maximization of the margin requires the minimization of:

\[
J(w, w_0, \varepsilon) = \frac{1}{2} \|w\|^2 + K \sum_{i=1}^{N} \varepsilon_i,
\]

(10)

which is subject to:

\[
\begin{align*}
&w^T x_i + w_0 \geq 1 - \varepsilon_i, \quad \text{if } x_i \in c_1 \\
&w^T x_i + w_0 \leq -1 + \varepsilon_i, \quad \text{if } x_i \in c_2 \\
&\varepsilon_i \geq 0.
\end{align*}
\]

(11)
In Eq. (10), $K$ is a user-defined constant and $\varepsilon$ is the margin error. A margin error occurs if data belonging to one class are on the wrong side of the hyperplane. Minimizing the cost is therefore a trade-off issue between a large margin and a small number of margin errors. The solution of this optimization problem is obtained as:

$$w = \sum_{i=1}^{N} \lambda_i y_i x_i,$$

(12)

which is the weighted average of the training features. Here, $\lambda_i$ is a Lagrange multiplier of the optimization task and $y_i$ is a class label. The values of the $\lambda$s are nonzero for all of the points lying inside the margin and on the correct side of the classifier. These points are known as support vectors, and the resulting classifier is known as the SVM.

In the case of multiclass classification problems, 1 of 2 common approaches, namely one-against-all and one-against-one, can be chosen to adopt 2-class classification to a multiclass case [41].

### 3.4. Success measures

The final varying parameter during the experiments is the success measure that is used within the classification process. The success measures employed in this study are well-known F1 measures, namely Macro-F1 and Micro-F1.

#### 3.4.1. Macro-F1

In macroaveraging, the F-measure is computed for each class within the dataset and then the average over all of the classes is obtained. Hence, equal weight is assigned to each class regardless of the class frequency [5]. Computation of Macro-F1 can be formulated as:

$$MacroF1 = \frac{\sum_{k=1}^{C} F_k}{C}, \quad F_k = \frac{2 \times p_k \times r_k}{p_k + r_k},$$

(13)

where pair $(p_k, r_k)$ corresponds to precision and recall values of class $k$, respectively. These values are calculated by:

$$p_k = \frac{TP_k}{TP_k + FP_k},$$

(14)

and

$$r_k = \frac{TP_k}{TP_k + FN_k},$$

(15)

where $TP_k$ (named as the true positive) is the number of documents classified correctly to class $k$, $FP_k$ (named as the false positive) is the number of documents that do not belong to class $k$ but are classified to this class incorrectly, and $FN_k$ (named as the false negative) corresponds to the number of documents that actually belong to class $k$ but are not classified to the respective class.

#### 3.4.2. Micro-F1

In microaveraging, the F-measure is computed globally without class discrimination. Hence, all classification decisions in the entire dataset are considered [5]. In the case that the classes in a collection are biased, large
classes would dominate small ones in microaveraging. Computation of Micro-F1 can be formulated as:

\[
\text{MicroF}_1 = \frac{2 \times p \times r}{p + r},
\]

where pair \((p, r)\) corresponds to precision and recall values, respectively, over all of the classification decisions within the entire dataset. These values are calculated similar to Eqs. (14) and (15), but by considering the entire dataset, not individual classes.

4. Experimental study

This section describes the experimental study and the related results. First, the preprocessing steps are briefly explained, and then the outcomes of the analysis in each stage of the hybrid selection scheme are provided. The software used to carry out all of the experiments was developed by the author on a MATLAB platform.

4.1. Preprocessing

Before proceeding with the hybrid feature selection scheme, stop-word removal [6] and a stemming process [42] are carried out during the feature extraction from the text documents. Moreover, the TF-IDF approach is preferred for the term weighting process.

4.2. Stage 1: Filter

Using DF, MI, CHI2, and IG, relevancy scores of all of the terms in each class are obtained first. The terms are then sorted in descending order based on these scores. Finally, top N terms are selected from the sorted list of each class and combined together. However, the value of N may not be the same for each method because the same terms might have the same rank for more than one class. For instance, the most informative terms in the Newsgroups dataset determined by IG are listed in Table 3. One can easily note that the term “rec” is common to both class 2 and class 4. Thus, the selection of 1 term per class would yield 9 unique terms out of 10. In other words, the uniqueness rate of this selection is 90%. Similarly, the uniqueness rates for varying numbers of terms per class are provided in Figure 2 for both the Reuters and Newsgroups datasets. These rates can be used as an indicator of how different the features selected by the utilized selection method are for each class. An increase in the number of common terms among classes decreases the uniqueness rate. One can observe from Figure 2 that DF has the lowest uniqueness rate in both datasets. On the other hand, MI always provides unique terms for each class, whereas CHI2 and IG find themselves at a level between DF and MI.

Table 3. The most informative terms determined by IG in the Newsgroups dataset.

<table>
<thead>
<tr>
<th>Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Term</td>
<td>atheism</td>
<td>rec</td>
<td>apr</td>
<td>rec</td>
<td>appl</td>
<td>window</td>
<td>sale</td>
<td>car</td>
<td>dod</td>
<td>team</td>
</tr>
</tbody>
</table>
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The features selected by each filter method are then combined together to be able to analyze the effectiveness of the feature combinations. The combining process is carried out by removing duplicates of common terms that are selected by distinct methods. The resulting feature set sizes for different numbers of terms per class are presented as a part of Figures 3 and 4. For instance, in the Reuters dataset, selecting 1 term per class for 4 different filter methods and combining those terms yields just 24 features instead of 40, due to several duplicates. The features selected by the abovementioned filter methods are now ready to go through the second stage of the hybrid feature selection.

4.3. Stage 2: Wrapper

The combined feature set, which is obtained during the first stage of the hybrid selection scheme, is fed into the GS in the second stage. Optimal GS parameters are empirically obtained as follows: the population size is 50, the number of generations is 30, the probability of crossover is 0.8, and the probability of mutation is 0.08. The fitness values are Micro-F1 and Macro-F1 measures obtained by 2 different classification algorithms. Figures 3 and 4 illustrate the outcome of the GS for each combination of the utilized success measures, classifiers, datasets, and number of terms per class. In each case, the size of the feature set and the value of the success measures before and after hybrid feature selection are provided.

Since the Reuters dataset is skewed, one can easily observe the significant difference between the values of Micro-F1 and Macro-F1 measures obtained by the classification algorithms. On the other hand, the values of the 2 success measures are almost the same in the Newsgroups dataset, which is uniformly distributed. In the Reuters dataset, the highest Micro-F1 score (85.83%) is achieved by the SVM, whereas the highest Macro-F1 score (66.19%) is attained using DT. However, in the Newsgroups dataset, both the highest Micro-F1 (98.48%) and Macro-F1 (98.44%) scores are obtained by the DT classifier.

Furthermore, it is obvious from Figures 3 and 4 that there is a considerable reduction in the size of the feature sets after the selection in all of the cases. While the maximum dimension reduction rate reaches as high as 56% in the Reuters dataset, this value goes up to approximately 54% in the Newsgroups dataset. In spite of this amount of reduction in the feature set size, both the Micro-F1 and Macro-F1 values after hybrid selection are even higher with respect to their corresponding values before the selection.
Figure 3. Success measures and feature set sizes before and after hybrid feature selection in the Reuters dataset.

Figure 4. Success measures and feature set sizes before and after hybrid feature selection in the Newsgroups dataset.
As the next step, the performance of the hybrid feature selection scheme is compared with every single filter method. The comparison is provided in Figures 5 and 6 for the Reuters and Newsgroups datasets, respectively. When the individual performances of the filters are analyzed, it is clear that MI offers poor scores, although its uniqueness rate is higher than the other filter methods, as presented in Figure 2. This situation reveals that MI-based features are not individually discriminative, although they are unique for each class. On the contrary, DF, IG, and CHI2 deliver similar performances as the feature set size increases. These results are in agreement with those presented in [25,29]. When the filters are compared with the proposed feature selection scheme, it is apparent that the hybrid selection offers improved performance with respect to individual filter methods for almost every combination of the utilized success measures, classifiers, datasets, and number of terms per class. The amount of improvement is much more noticeable, especially in the Reuters dataset, which has overlapping classes that make it difficult to classify correctly. For instance, the highest Micro-F1 score obtained by the filters (84.89%) is improved to 85.83% whereas the highest Macro-F1 score obtained by the filters (61.63%) is increased to 66.19% when the hybrid selection is employed in the Reuters dataset. Similarly, in the Newsgroups dataset, the highest Micro-F1 and Macro-F1 scores (98.00% and 98.01%) obtained by the filters are improved to 98.48% and 98.44%.

![Comparison of hybrid selection and the filters for the Reuters dataset.](image)

**Figure 5.** Comparison of hybrid selection and the filters for the Reuters dataset.

Following the hybrid feature selection process, the distribution profile of the features within the selected feature subset enables us to assess the efficacy of different features. For this purpose, the coverage rates of the DF-, MI-, CHI2-, and IG-based features are analyzed within the selected subset. The coverage rate indicates the ratio of the number of unique features selected by a particular filter method to the total number of features in the entire feature subset. This analysis is carried out considering the cases in which the highest success measures are attained in each dataset. The results of the analysis are presented in Figure 7. It is apparent
Figure 6. Comparison of hybrid selection and the filters for the Newsgroups dataset.

Figure 7. Distribution of the features after hybrid feature selection.
that the coverage rate of the MI-based features is significantly high with respect to other features, although the MI-based features offer a poor performance when used alone (see Figures 5 and 6). For example, in the Reuters dataset, 38% of the selected feature subset providing the highest Micro-F1 score is constituted by only MI-based features. On the other hand, the coverage rates of the DF-, CHI2-, and IG-based features are only 10%, 8%, and 1%, respectively, within the same distribution. The remaining part with 43% coverage, namely common, is constituted by the features that are common to at least 2 different filter methods. The dominance of MI-based features is valid for the Newsgroups dataset as well, while the coverage rates of the DF-, CHI2-, and IG-based unique features vary between 2% and 14%.

The bottom line is that a combination of the features selected by various methods is more effective than the features selected by the single selection method. However, the profile of the combination may vary based on the utilized dataset, classifier, and success measure. A feature that is not capable of providing satisfactory discrimination individually may unexpectedly have a positive effect when used together with some other features. These observations show that when new features are adopted for a text classification problem, one should consider all of the varying parameters to decide whether the new features are actually relevant or not.

5. Conclusions

In this study, a hybrid feature selection scheme, which is composed of filter and wrapper selection stages, is proposed for text classification problems so that a combination of various types of features can be assessed. The selection process is carried out under different conditions: varying feature set sizes, dataset characteristics, classification algorithms, and the success measures. This approach enables us to discover which features or feature combinations are better identifiers for text classification and whether there is a correlation among the useful features, the desired feature size, the utilized classification method, and the success measure. During the assessment, information such as the uniqueness and coverage rate of the features are utilized. The results of the experimental study reveal that a combination of the features selected by various methods is more effective than the features selected by the single selection method. The profile of the combination, however, depends on the characteristics of the dataset and the choice of the classification algorithm and success measure. The incorporation of other features and feature weighting schemes is a possible extension of this research and remains as an interest for future study.
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