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Abstract

In this paper, the design and implementation of digital filters for the time-domain simulation of

electromagnetic wave interaction with thin material boundaries and thin panels using the Transmission-

Line Modelling (TLM) method are described. The technique is applied to the description of thin ferrite

layers placed on the external boundaries of the modelled space and to plastic panels placed inside the

modelled space. The approach is validated using one-dimensional examples having analytic solutions.

Finally, the results obtained for the Shielding Effectiveness (SE) of a practical equipment enclosure are

presented to demonstrate the utility of the method in Electromagnetic Compatibility (EMC) prediction.
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1. Introduction

Transmission-Line Modelling (TLM) is a differential time-domain method for the simulation of electromag-

netic wave propagation [1]. In the simulation of systems for Electromagnetic Compatibility (EMC) predic-

tion, it is often necessary to describe frequency-dependent external boundary conditions (e.g. ferrite tiles)

and/or frequency-dependent internal boundary conditions to model thin slabs of material (e.g. equipment

casings or printed circuit boards). The traditional method used to describe thin layers is mesh grading, that

is to reduce the cell size in the external boundary layer and/or thin panel so as to adequately model the
geometry of the small feature. The disadvantages of this method are that grading errors are introduced into
the solution in the form of non-physical reflections and resonances. Also, the simulation time-step is reduced
to that required for stability by the smallest cell in the problem space. This means that a simulation using
grading will in all cases require more time-steps. In addition, mesh grading increases the overall number of
cells required for the simulation. In many practical cases, the computational run-time and memory burden
may be unacceptable.

The alternative approach developed in this paper is to use a regular mesh (i.e. the cells are cubical

and all of the same size) in combination with digital filters to describe the presence of frequency-dependent

external boundary conditions [2, 3] and/or frequency-dependent internal boundary conditions. Application
of this technique to practical problems is more likely to yield problem spaces of computationally manageable
sizes and run-times than using mesh grading. Also the solution will not be corrupted by the non-physical
reflections and resonances introduced by mesh grading.
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The essential details of the TLM method for free-space modelling are outlined in Section 2. In Sec-
tion 3, the formulation of the approach for the description of frequency-dependent external and internal
boundary conditions are developed. In Section 4, the method is validated by the time-domain simulation of
some simple one-dimensional (1D) cases having analytic solutions. In Section 5, the method is used to obtain

the Shielding Effectiveness (SE) of an enclosure constructed from thin plastic panels. Finally, in Section 6
the conclusions of the present work are discussed.

2. Background

In this section, the TLM algorithm for the time-domain simulation of three-dimensional (3D) free-space

problems is developed from Maxwell’s curl equations and the constitutive relations [4].

2.1. Maxwell’s curl equations for free-space

Equation (1) expresses Maxwell’s curl equations in compact form.[
∇×H
−∇×E

]
=
[

Je
Jm

]
+

∂

∂t

[
D
B

]
(1)

The electromagnetic quantities used in this section are defined in Table 1.

Table 1. The Electromagnetic Quantities

Quantity Symbol Units
Electric field E V m−1

Magnetic field H A m−1

Electric current density Je A m−2

Magnetic voltage density Jm V m−2

Electric flux density D C m−2

Magnetic flux density B Wb m−2

Free electric current density Jef A m−2

Free magnetic voltage density Jmf V m−2

Free-space permittivity ε0 F m−1

Free-space permeability µ0 H m−1

In free-space, the constitutive relations for the current and flux densities are[
Je
Jm

]
=
[

Jef
Jmf

]
,

[
D
B

]
=
[

ε0E
µ0H

]
(2)

Substitution of (2) into (1) yields,[
∇×H
−∇× E

]
−
[

Jef
Jmf

]
− ∂

∂t

[
ε0E
µ0H

]
= 0 (3)

The time-domain model represents a discrete-time solution of (3), solving for the fields E and H at each
time-step.
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2.2. 3D TLM for free-space

In this section, the development of the TLM algorithm for free-space modelling is outlined. For simplicity,
the treatment is limited to the description of regular cells iterated at the maximum time-step. The algorithm
follows from the normalization of the fields E and H so that the circuit representations of these quantities
V and i both have the dimensions of volts using

E = −V /∆` , H = −i/(∆` η0). (4)

In (4), ∆` is the space step and η0 is the intrinsic impedance of free-space. Similarly, the free current
densities are normalized to the quantities if and V f both having the dimensions of volts using

Jef = −if/(∆`2 η0) , Jmf = −V f/∆`2. (5)

Also, the time and spatial derivative operators are normalized using

∂

∂t
=

1
∆t

∂

∂t̄
, (∇× . . .) =

1
∆`

(∇̄ × . . .). (6)

In (6), ∆t is the time-step of the time-domain simulation and t̄ is the normalized time. In a 3D model using
regular cells, the space-step and time-step are related by

∆`/∆t = 2c (7)

where c is the speed of light in free-space. To ensure accurate modelling up to the maximum frequency of
interest, fmax , the space-step is chosen as ∆` = c/(10fmax). Using equations (4) through (7) in (3) leads
to

[
∇̄ × i
−∇̄ × V

]
−
[

if
V f

]
− 2

∂

∂t̄

[
V
i

]
= 0. (8)

Figure 1 shows the layout of a 3D TLM cell: It has 12 port voltages, (V0, V1, . . . , V11 ) on the cell boundaries

and six total field quantities (Ex, Ey, Ez, Hx, Hy and Hz ) at the centre of the cell. In Ref. [5] it is shown

that (8) may be expressed as


Vx
Vy
Vz
ix
iy
iz

 =
1
2


( V0 + V1 + V2 + V3 )
( V4 + V5 + V6 + V7 )
( V8 + V9 +V10 +V11 )
− ( V6 − V7 − V8 + V9 )
− (V10− V11− V0 + V1 )
− ( V2 − V3 − V4 + V5 )



i

− 1
4


ifx
ify
ifz
Vfx
Vfy
Vfz

 (9)
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Figure 1. 3D TLM cell.

where the superscript i denotes incident wave quantities. The vector of reflected wave quantities is calculated
using 

V0

V1

V2

V3

V4

V5

V6

V7

V8

V9

V10

V11



r

=



Vx − iy − V i
1

Vx + iy − V i
0

Vx + iz − V i
3

Vx − iz − V i
2

Vy − iz − V i
5

Vy + iz − V i
4

Vy + ix − V i
7

Vy − ix − V i
6

Vz − ix − V i
9

Vz + ix − V i
8

Vz + iy − V i
11

Vz − iy − V i
10



(10)

where the superscript r denotes reflected wave quantities. Finally, in the connection process in (11), the

reflected voltages obtained on the k th time-step at spatial index [x̄, ȳ, z̄] are swapped between adjacent cells
to become the incident voltages of the next time-step.

k+1



V1[z̄ − 1]
V0[z̄ + 1]
V3[ȳ− 1]
V2[ȳ + 1]
V5[x̄− 1]
V4[x̄ + 1]
V7[z̄ − 1]
V6[z̄ + 1]
V9[ȳ− 1]
V8[ȳ + 1]
V11[x̄− 1]
V10[x̄ + 1]



i

=

k



V0

V1

V2

V3

V4

V5

V6

V7

V8

V9

V10

V11



r

,

k+1



V0

V1

V2

V3

V4

V5

V6

V7

V8

V9

V10

V11



i

=

k



V1[z̄ − 1]
V0[z̄ + 1]
V3[ȳ − 1]
V2[ȳ + 1]
V5[x̄− 1]
V4[x̄ + 1]
V7[z̄ − 1]
V6[z̄ + 1]
V9[ȳ − 1]
V8[ȳ + 1]
V11[x̄− 1]
V10[x̄ + 1]



r

(11)
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For cells on the external boundary of the problem space, the amplitude of the reflected voltage wave is
multiplied by the voltage reflection coefficient of the boundary. For example, if there is an external boundary
on the x -minimum wall of the cell illustrated in Figure 1, having a frequency independent voltage reflection
coefficient of Rx0 , the connection process would be

k+1

[
V0

V6

]i
= Rx0 ·

k

[
V0

V6

]r
. (12)

In summary, the scattering process of the TLM algorithm for free-space modelling using a regular
mesh iterated at the maximum time-step comprises of (9) and (10). In the next section, the modification of

(11) and (12) for the description of frequency-dependent boundaries is described.

3. Formulation of Frequency-Dependent Boundary Conditions

This section describes the formulation of iteration procedures for the description of frequency-dependent
external and internal boundary conditions in TLM. In both situations, the technique requires a set of data
containing the analytic or measured scattering coefficients of the boundary. The frequency-domain Prony
method [6] is then applied to extract approximate scattering functions in the form of sets of poles and zeroes.
The bilinear Z -transform is then applied to obtain the discrete time-domain scattering functions. These
functions are implemented in the TLM simulation using state-space systems.

3.1. Frequency-dependent external boundary conditions

A boundary consisting of a slab of linear isotropic material over a perfectly conducting metal plane has a
frequency-dependent reflection coefficient described by the function

R(s) =
bNP

NP−1∏
i=0

(s− szi)

NP−1∏
i=0

(s− spi)
=

bNP (s−sz0)(s−sz1) · · · (s−sz(NP−1))
(s−sp0)(s−sp1) · · · (s−sp(NP−1) )

(13)

In equation (13), s is the complex frequency, NP is the number of system poles, bNP is the infinite frequency
gain, spi is the ith pole frequency and szi is the ith zero frequency. The Padé form is obtained by multiplying

out the numerator and denominator of (13), yielding

R(s) =

NP∑
i=0

bi s
i

NP∑
i=0

ai si
=

b0 + b1 s + · · ·+ bNP sNP

a0 + a1 s + · · ·+ sNP
(14)

where the ai and bi coefficients are real. The next subsection outlines a method which may be used to
identify these coefficients from a set of frequency-domain data.

3.1.1. Frequency-domain prony method

Given a set of NF complex frequency-domain data samples, {R0, R1, R2, . . . , RNF−1} , the frequency-domain

Prony method [6] yields a least-squares approximation utilizing exponential basis functions. The processing
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technique identifies the coefficients ai and bi in (14). Rearranging (14) gives,

R(s)
NP−1∑
i=0

ai s
i −

NP∑
i=0

bi s
i = −sNP R(s). (15)

In the Fourier domain (s→ jω ), for the sample Rk = R(jωk), (15) becomes,

Rk

NP−1∑
i=0

ai (jωk)i −
NP∑
i=0

bi (jωk)i = −(jωk)NP Rk. (16)

Rewriting equation (16) for all input samples gives,

H ·



a0

a1

...
aNP−1

b0

b1

...
bNP


= −


(jω0)NP R0

(jω1)NP R1

...
(jωNF−1)NP RNF−1

 . (17)

In (17), the matrix H =
[
H0|H1

]
, where the submatrices H0 and H1 are

H0=


R0 R0(jω0) · · · R0(jω0)NP−1

R1 R1(jω1) · · · R1(jω1)NP−1
...

...
...

RNF−1 RNF−1(jωNF−1) · · · RNF−1(jωNF−1)NP−1

 , H1 =


−1 −jω0 · · · −(jω0)NP

−1 −jω1 · · · −(jω1)NP
...

...
...

−1 −jωNF−1 · · · −(jωNF−1)NP

 . (18)

The unknown coefficients are found by writing (17) in matrix form,

H · α = −Ṙ. (19)

The solution is obtained by multiplying both sides of (19) by HT , defining the matrix A = <
[
HT ·H

]
and

the vector E = <
[
HT · Ṙ

]
where <[.] denotes the real part of [.] . The real parts are taken to account for

the negative frequencies which are required because the calculation is performed in the Fourier domain. The
vector of Padé coefficients follows from

α = −A−1 ·E (20)

In the application of this technique, the user must select the number of poles NP : If too many poles
are selected for the approximation, matrix A becomes ill-conditioned and if too few poles are selected, the

resulting approximation is poor. Usually a few trials are needed to select the number of poles required for
an accurate approximation to a particular data set.

In the solution of equation (20), the ai and bi coefficients of (14) have been identified. Factorizing

the numerator and denominator of (14) gives the reflection coefficient in the form of equation (13). The

development of the discrete-time model of (13) is detailed in the next subsection.
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3.1.2. Discrete time-domain model

The discrete time-domain model of equation (13) is developed using the bilinear Z -transform, i.e.

s
Z−→ 2

∆t

(
1− z−1

1 + z−1

)
(21)

where z is the time shift operator. The bilinear transform of the ith zero is

(s − szi)
Z−→ αzi

(
1 − z−1βzi
1 + z−1

)
(22)

where the coefficients are

αzi =
2 − szi ∆t

∆t
, βzi =

2 + szi ∆t

2 − szi ∆t
. (23)

Using (22) in (13) leads to

R(z) = B0

NP−1∏
i=0

[
1 − z−1βzi
1 − z−1βpi

]
(24)

where the coefficient

B0 = bNP

NP−1∏
i=0

(
αzi
αpi

)
. (25)

The denominator and numerator of (24) are multiplied out to give

R(z) =

NP∑
i=0

Bi z
−i

NP∑
i=0

Ai z−i
=

B0 +
NP∑
i=1

Bi z
−i

1 +
NP∑
i=1

Ai z−i

PFE−→ B0 +

NP∑
i=1

B′i z
−i

1 +
NP∑
i=1

Ai z−i
. (26)

In (26), PFE represents a partial fraction expansion and the coefficients B′i = Bi − B0Ai .

As in (12), the function R(z) represents the reflection coefficient function k+1V
i/kV

r of an external
boundary filter, where the reflected electric field kV

r is the input to the filter and the incident electric field

k+1V
i is the output of the filter. Suppressing the k indices and substituting these quantities into (26) gives,

V i = B0 V r +
V r

NP∑
i=1

B′i z
−i

1 +
NP∑
i=1

Ai z−i
. (27)

The output equation of the state-space system is

V i = B0 V r +
NP∑
i=1

B′i Xi. (28)

In (28), the Xi ’s are the state variables. Equating (27) and (28) yields the state equations,

V r
NP∑
i=1

B′i z
−i

1 +
NP∑
i=1

Ai z−i
=

NP∑
i=1

B′i Xi (29)
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Evaluation of (29) for each variable gives,

X1 = z−1V r − z−1
NP∑
i=1

AiXi , X2 = z−1X1 , X3 = z−1X2 , . . . , XNP = z−1XNP−1 (30)

Collecting together equations (28) and (30) and expressing in matrix form yields the final system

V i = B0 V r+
[
B′1 B′2 B′3 · · · B′NP

]
·


X1

X2

X3

...
XNP

 ,


X1

X2

X3

...
XNP

 = z−1A′ ·


X1

X2

X3

...
XNP

 + z−1


1
0
0
...
0

 V r (31)

In (31), the matrix A′ is

A′ =



−A1 −A2 −A3 · · · −ANP−1 −ANP

1
1

1
. . .

1


(32)

Using a compact notation, the general system described by equations (31) are

V i = B0 V r + B′ ·X (33)

X = z−1 A′ ·X + z−1 1′ V r (34)

Figure 2 illustrates (33) and (34) as a signal-flow graph.

z-1+

+
+

+
X

V
r

B
0

A

V
i

B1

Figure 2. Signal-flow graph of an external boundary filter.

3.2. Frequency-dependent internal boundary conditions

In this section, the modification of (11) to include frequency-dependent internal boundary conditions in a
TLM simulation is described. For a simple treatment, consider Figure 3 which shows two adjacent TLM
cells with a thin slab of dielectric of relative permittivity εr , electric conductivity σe and thickness h placed
near the boundary between the cells. The slab is positioned at a distance d0 from the centre of the left-hand
cell and d1 from the centre of the right-hand cell.

192
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h

εr

V
1

r
V

0

r

V
1

i
V

0

i

d
1

d
0

∆ l

σe,

Figure 3. Modified connection process.

It can be shown from boundary matching [4] that the reflection and transmission coefficients are

R00(s) = r

(
es2

h
v − 1

es2(
d0
c + h

v ) − r2es2
d0
c

)
, R11(s) = r

(
es2

h
v − 1

es2(
d1
c +h

v ) − r2es2
d1
c

)
(35)

T01(s) = T10(s) = t

(
es

h
v

es(
d0+d1
c + 2h

v ) − r2es
d0+d1
c

)
(36)

where

r =
1−√εeff

r

1 +
√

εeff
r

, v =
c√
εeff
r

, t =
4
√

εeff
r

(1 +
√

εeff
r )2

, εeff
r = εr +

σe
s ε0

. (37)

The relationship between the reflected and incident voltages in the frequency-domain is

k+1

[
V0

V1

]i
=
[

R00 T01

T10 R11

]
·
k

[
V0

V1

]r
(38)

where k is the time-step index. For the simulation of the scattering coefficients of a thin slab of dielectric
placed between two TLM cells, the reflection and transmission coefficients of (35) and (36) must be expressed
in the Z -domain.

The approximations of (35) and (36) are obtained using the frequency-domain Prony method described
in Section 3.1.1. The approximation functions are in a Padé form, i.e.,

F (s) =

NP∑
i=0

bi s
i

NP∑
i=0

ai si
=

b0 + b1 s + · · ·+ bNP sNP

a0 + a1 s + · · ·+ sNP
(39)

where F (s) ∈ {R00(s), R11(s), T01(s), T10(s)} . The bilinear transform and discrete time-domain model of

(39) are developed using the methods described in Section 3.1.2.
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4. Validation

In this section, the methods developed in the previous section are validated using examples having analytic
solutions: The external boundary conditions are tested by using the example of the normal incidence
reflection coefficient of ferrite tiles. The formulation for internal boundary conditions is validated by using
the example of the normal incidence reflection and transmission coefficients of a thin plastic panel.

4.1. External boundary conditions: ferrite tiles

To reduce the reflection of electromagnetic radiation from the metal walls of anechoic chambers, ferrite tiles
offer excellent absorption even though they are physically thin, e.g. 6mm. For a time-domain simulation of
an anechoic chamber up to a maximum frequency of 1GHz requires a space-step of ∆` = 3cm. Thus the
ferrite tile boundaries may only be described using the approach outlined in Section 3.1.

The reflection coefficient of ferrite tiles may be identified from the material properties of the ferrite
and the geometry of the tile: For a ferrite material having a constant relative permittivity εr , a frequency-
dependent relative permeability µr(s) and depth d placed directly over a perfectly conducting metal surface,

the reflection coefficient is [7]

R(s) =
ηt(s) − η0

ηt(s) + η0
where ηt(s) = η0

√
µr(s)

εr
tanh

(
s
d

c

√
µr(s) εr

)
. (40)

Up to 1GHz, the frequency-dependence of the relative permeability of the ferrite material may be described
by the function [7]

µr(s) = 1 +
χm0 ωm
s + ωm

. (41)

The frequency-dependence of the reflection coefficient function may be evaluated by the substitution of (41)

into (40) and putting s = jω . Typical values for the ferrite material parameters are

χm0 = 337.8 , ωm = 2π × 21.9× 106 , εr = 11.72 (42)

and a typical tile depth is d = 6.3mm. Using these parameters in a numerical solution of (40) gives the
points labelled “Analytic” in the magnitude and phase plots shown in Figure 4.

Application of the frequency-domain Prony method described in Section 3.1.1 yields a close approx-
imation to analysis using a two-pole model, i.e. NP = 2 where the coefficients required in equation (14)
are

b0 = −1.0976302×1018 , b1 = −1.53404×108 , b2 = −0.474667 , a0 = −b0 , a1 = 1.58047×1010 (43)

Solution of (14) using these coefficients yields the results labelled “Model” in Figure 4. Using a discrete-time
filter as described in Section 3.1.2 in a TLM simulation using space-step ∆` = 3cm and applying a Fast
Fourier Transform (FFT) yielded the results labelled “TLM” in Figure 4. These figures show close agreement
between the analytic solution, the frequency-domain model and the TLM solution.

4.2. Internal boundary conditions: plastic panel

Electronic apparatus is often enclosed in boxes manufactured from thin plastic sheets. Since such equipment
must conform to certain EMC specifications, it is of interest to develop a technique whereby thin plastic
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Figure 4. Normal incidence reflection coefficient magnitude and phase of ferrite tiles.

panels (i.e. thinner than the cell size) may be modelled in TLM to allow the EMC prediction of these types
of enclosures. For validation purposes, consider a dielectric slab as illustrated in Figure 3, with εr = 16,

σe = 0.1S m−1 , h = 2mm, d0 = 1mm and d1 = 7mm. The TLM cell size ∆` = 10mm so the maximum
frequency of interest is c/(10∆`) = 3GHz. By evaluating (35) and (36) and applying the frequency-domain
Prony method, adequate approximation functions were obtained for NP = 3, i.e. for third-order systems.
Note that although we are only interested in the frequency range up to c/(10∆`), for stability the filters

must satisfy the energy conservation relationship (44) up to the Nyquist frequency c/(2∆`).

|T01(ω)||T10(ω)|+ |R01(ω)||R10(ω)| ≤ 1 (44)

The coefficients used in the filters are tabulated in Table 2.

Table 2. Coefficients used in the simulation of the plastic panel

Filter
Coefficient R00 T01/T10 R11

b0 -1.28234×1031 2.86873×1031 -2.38819×1030

b1 -1.70192×1022 2.09930×1020 -3.13282×1021

b2 1.67562×1010 -9.56376×109 7.52393×1010

b3 -0.179543 -0.0619411 -0.609106
a0 3.53221×1032 2.96527×1031 6.60327×1031

a1 2.13669×1022 2.70550×1021 5.15430×1021

a2 1.99929×1011 7.12978×1010 1.08986×1011

Figure 5 compares the magnitudes and phases of the transmission and reflection coefficients obtained from

analysis, a fine mesh having ∆` = 0.1mm iterated for 218 time-steps and a coarse mesh having ∆` = 10mm

iterated for 212 time-steps. The coarse mesh was augmented with the embedded filters to simulate the thin
panel. Figure 5 shows close agreement in the frequency-domain between the analytic solution, the fine mesh
and the coarse mesh.

In Figure 6, the time-domain response of the plastic panel for an incident Gaussian pulse was calculated
using the fine and coarse meshes. The panel was positioned in the centre of the problem space and is indicated
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Figure 5. Reflection/transmission coefficient magnitudes and phases of the plastic panel.

by the vertical line. The fine mesh consisted of 20000 cells and was iterated for 20000 time-steps to produce
the reflected and transmitted fields after 3.33ns. In contrast, the coarse mesh consisted of 200 cells with one
cell containing the filters and was iterated for 200 time-steps to yield essentially the same result obtained
from the fine mesh.

5. Results

In this section, the Shielding Effectiveness (SE) of an enclosure constructed from the plastic panels described
in Section 4.2 is calculated. Shielding effectiveness is defined by:

SE(f) = 20 log10

∣∣∣∣E0(f)
E1(f)

∣∣∣∣ (45)

where f is the frequency, E0(f) is the observed field at the sample point without the enclosure and E1(f)
is the field observed at the sample point with the enclosure.

The modelled enclosure was cuboidal in shape having side lengths of 0.2m. The space-step was
∆` = 0.01m. The overall size of the computational grid was 40×40×40 cells and was provided with
matched conditions on the −X and +X external boundaries, perfect electric conductors on the −Z and
+Z external boundaries and perfect magnetic conductors on the −Y and +Y external boundaries. These
boundary conditions support a z -polarized plane wave propagating in the x -direction. The enclosure was
placed in the centre of the modelled space and the electric field was sampled at the centre of the enclosure.

The diagram on the left-hand side of Figure 7 compares the electric field observed at the centre of
the problem space with the enclosure not present with the electric field sampled at the centre of the plastic
enclosure. The diagram on the right-hand side of Figure 7 shows the shielding effectiveness obtained from
equation (45). This result shows that the enclosure provides about 1dB of shielding below about 0.75GHz
and that the shielding is degraded to about -4dB at frequencies near 1.25GHz and 2.5GHz. The enclosure
provides about 8dB of shielding at frequencies near 1.5GHz and 1.8GHz.
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Figure 6. Time-domain response of the plastic panel.
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Figure 7. Electric field sampled at the centre of the enclosure and the shielding effectiveness.

6. Conclusion

This paper has described the use of digital filters for the simulation of thin boundary conditions in TLM.
The use of digital filters was shown to dramatically reduce the memory burden required for the time-domain
simulation of problems involving thin panels and external boundaries consisting of a thin layer of material
over a perfect conductor. In addition, this approach does not suffer from corruption of the solution due to
the nonphysical reflections induced on the boundaries between regions containing different size cells required
with mesh-grading. Typical reductions of memory requirement by a factor of 100 in the number of spatial
and temporal points required in one-dimensional simulations were achieved: In three-dimensional problems,
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this yields a reduction in the number of spatial points by a factor of 106 and a reduction by a factor of 100 in
the number of temporal points required. The digital filters were developed from frequency-domain scattering
data using the frequency-domain Prony method to construct appropriate finite order scattering functions.
These functions were transformed into the discrete time-domain using the bilinear Z -transform and to ensure
efficiency of the algorithm, the discrete-time filters were implemented using discrete state-space systems. The
approach was validated using one-dimensional examples of external and internal boundary conditions having
analytic solutions. In the final part of the paper, the method was used to find the shielding effectiveness of
an equipment enclosure constructed from plastic sheets.

In further work, we intend to extend this method to the description of perforated metal plates, wire
meshes, carbon-fibre composite materials and printed circuit boards.
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